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32
X-ray Spectrometry

CHAPTER PREVIEW

To make use of the X-rays generated when the beam strikes the specimen, we have to detect
them and identify from which element they originated. This is accomplished by X-ray
spectrometry, which is one way to transform the TEM into a far more powerful instrument,
called an analytical electron microscope (AEM). Currently, the only commercial spectrom-
eter that we use on the TEM is anX-ray energy-dispersive spectrometer (XEDS), which uses
a Si semiconductor detector or sometimes a Ge detector. New detector technologies are
emerging, which we’ll describe briefly. While some of these may render the Si detector
obsolete, we’ll nevertheless emphasize this particular detector.

The XEDS is a sophisticated instrument that utilizes the fast processing speeds made
possible by modern semiconductors. The detector generates voltage pulses that are propor-
tional to the X-ray energy. Electronic processing of the pulses translates the X-ray energy
into a signal in a specific channel in a computer-controlled storage system. The counts in the
energy channels are then displayed as a spectrum or, more usefully, transformed into a
quantitative compositional profile or, better still, a compositional image or ‘map.’

The Si detector is compact enough to fit in the confined region of the TEM stage and, in
one form or another, is sensitive enough to detect all the elements above Li in the periodic
table. We’ll start with the basic physics you need to understand how the detectors work and
give you a brief overview of the processing electronics. We then describe a few simple tests
you can perform to confirm that your XEDS is working correctly and the choices you have
to make due to the way the XEDS is interfaced to the AEM column.

It is really most important from a practical point of view that you know the limitations of
your XEDS and understand the spectrum. Therefore, we’ll describe these limitations in detail,
especially the unavoidable artifacts (Chapter 33). In Chapter 34, we’ll show how the spectra
can easily give a qualitative elemental analysis of any chosen feature in your image and, in just
a little more time (Chapter 35), a full quantitative analysis. In Chapter 36, we’ll show that this
information can be obtained with a spatial resolution approaching a nanometer or below
and offers detection limits close to a single atom. So ‘microanalysis’ is not a good term;
‘nanoanalysis’ is more accurate but sounds worse. ‘Analysis’ is how we’ll describe it.

32.1 X-RAY ANALYSIS: WHY BOTHER?

The limitations of only using TEM imaging should, by
now, be obvious to you. Our eyes are accustomed to the
interpretation of 3D, reflected-light images. However,
as we have seen in great detail in Part 3, the TEM gives
2D projected images of thin 3D specimens and you, the
operator, need substantial experience to interpret these
images correctly. For example, Figure 32.1 shows six
images, taken with light and electron microscopes (can

you distinguish which images are from which kind of
microscope?). The scale of the images varies over 6
orders of magnitude from nanometers to millimeters
and yet they all appear similar. Without any prior
knowledge it would not be possible, even for an experi-
enced microscopist, to identify the nature of these speci-
mens simply from the images.

Now if you look at Figure 32.2, you can see six X-ray
spectra, one from each of the specimens in Figure 32.1.
The spectra are plots of X-ray counts (imprecisely

COUNTS
We’ll see over and over again that maximizing the number of X-ray counts is paramount.
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termed ‘intensity’) versus X-ray energy and basically
consist of Gaussian-shaped peaks on a slowly changing
background. FromChapter 4 you already know that the
peaks are characteristic of the elements in the specimen
and the background is also called the bremsstrahlung.

But even with no knowledge of XEDS, you can easily
see that each specimen gives a different spectrum.

Different characteristic peaks mean different elemen-
tal constituents; it is possible to obtain this information in
a matter of minutes or even seconds.

(A)

(C)

(E)

(B)

(D)

(F)

FIGURE 32.1. Six images of various specimens, spanning the dimensional range from nanometers to millimeters. The images were taken with TEMs,

SEMs, and light microscopes, but the characteristic structures are very similar, and it is not possible, without prior knowledge, to identify the specimens.
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When you have such elemental information, any
subsequent image and/or diffraction analysis is greatly
facilitated. For your interest, the identity of each speci-
men is given in the caption to Figure 32.2. While
Figure 32.2A–E is from common inorganic materials,
Figure 32.2F is from a cauliflower which, once you get it

into the electron microscope, provides a very distinctive
spectrum, albeit from a somewhat carbonized relic of
the original vegetable. The familiar morphology of this
specimen, now obvious in Figure 32.1F, also accounts
for the generic term ‘cauliflower structure’ which is
given to these and similar microstructures.

(A) (B)

(C) (D)

(E) (F)

FIGURE 32.2. XEDS spectra from the six specimens in Figure 32.1. Each spectrum is clearly different from the others, and helps to identify the

specimens as (A) pure Ge, (B) silica glass, (C) Al evaporated on a Si substrate, (D) pyrolitic graphite, (E) pure Al, and (F) a cauliflower.
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The main message you should get from this illustra-
tion is that the combination of imaging and spectro-
scopy transforms a TEM into the much more powerful
AEM.

32.2 BASIC OPERATIONAL MODE

To produce spectra such as those in Figure 32.2, you first
obtain a TEM or STEM image of the area you wish to
analyze. In TEM mode, you then have to condense the
beam to an appropriate size for analysis. This means
exciting the C1 lens more strongly, decreasing the C2
aperture size and adjusting the C2 lens strength. These
steps will misalign the illumination system and it can be
tedious to move between TEM-image and focused-spot
analysis modes, unless you are driving a fully computer-
controlled (S)TEM. So, we recommend that you operate
in STEM mode. First, create your STEM image as we
described back in Section 9.4. Then simply stop the
scanning probe and position it on the feature you wish
to analyze and switch on the XEDS. In STEM mode,
digital software can also check for specimen drift during
your analysis.

In this ‘spot’ mode you can simply move the beam
around the specimen and get a sense of the elemental
chemistry of different features you select. However, this
approach is very limited from a statistical sampling
standpoint and highly biased toward what you think
looks interesting in the image. It is now feasible to
gather not merely a spectrum from a feature in your
specimen, as in Figure 32.2, but a spectrum at every pixel
in a digital STEM image. From such ‘spectrum images’
we can extract maps showing the distribution of each
element in the specimen and its relationship to the fea-
tures in the electron image, thus adding another dimen-
sion (literally) to the power of the AEM (go back and
check the X-ray map in Figure 1.4). We’ll talk more
about this in Chapter 33 and discuss both qualitative
and quantitative maps in Chapters 34 and 35.

For reasons that we’ll describe in detail later, you
should always perform XEDS with your specimen in a
low-background (Be) holder. Unless you have an UHV
AEM, the holder should be cooled to liquid-N2 tempera-
ture to minimize contamination, and we recommend a
double-tilt version, so you can simultaneously carry out
diffraction and/or imaging along with your analysis.

32.3 THE ENERGY-DISPERSIVE
SPECTROMETER

The XEDS was developed in the late 1960s and by the
mid-1970s was an option on many TEMs and even more
widespread on the SEM. This rapid spread testifies to the
fact that the XEDS is really quite a remarkable instru-
ment, embodying many of the most advanced features of
semiconductor technology. It is compact, stable, robust,
easy to use, and you can quickly interpret the readout.
Several books have been devoted to XEDS on electron-
beam instruments and these are listed in the general
references. Figure 32.3A shows a schematic diagram of
the complete XEDS system and we’ll deal with each of
the major components as we go through this chapter.

The computer controls all three parts. First, it con-
trols whether the detector is on or off. Ideally, we only
want to process one incomingX-ray photon at one time.
So the detector is switched off when an X-ray photon is
detected and switched on again after that signal is pro-
cessed (notice we use the particle description of anX-ray
here; other detectors work in ways that assume the
X-ray is a wave). Second, the computer controls the
processing electronics, assigning the signal to the correct
energy channel in the storage system. Third, the com-
puter calibrates the spectrum display and tells you the
conditions under which you acquired the spectrum, the
peak identity, the number of X-rays in a specific channel

STEM MODE
Use STEM for AEM. It makes it easier to change
from image to analysis mode, easy to form composi-
tional images, and easier to compensate for drift.

(A)

(B) (C)

Computer
display

X-ray

Detector

Charge
pulse Pulse

processor

Energy

Computer

FIGURE 32.3. (A) Schematic diagram of the principle of XEDS; the com-

puter controls the detector, the processing electronics and the display. (B) An

XEDS system interfaced to the stage of anAEM. Even in close-up (inset), all

that is visible is the large liquid-N2 dewar attached to the side of the column.
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or ‘window’ of several channels, etc. Any subsequent
data processing is also carried out using the computer.

We can summarize the working of the XEDS as
follows

& The detector generates a charge pulse proportional
to the X-ray energy.

& This pulse is first converted to a voltage.
& The voltage is amplified through a field-effect tran-
sistor (FET), isolated from other pulses, further
amplified, then identified electronically as resulting
from an X-ray of specific energy.

& A digitized signal is stored in the channel assigned to
that energy in the computer display.

The speed of this process is such that the spectrum
appears to be generated in parallel with the full range of
X-ray energies detected simultaneously, but the process
actually involves very rapid serial processing of individ-
ual X-ray signals. Thus, the XEDS both detects X-rays
and separates (disperses) them into a spectrum accord-
ing to their energy; hence the name of the spectrometer.

Figure 32.3B shows an XEDS interfaced to an AEM.
In fact, you can’t see the processing electronics, the dis-
play, or even the detector itself because it sits close to the
specimenwithin the column.The only feature that you can
see is the dewar containing liquid-N2 to cool the detector
and even this is disappearing from the latest detectors.

32.4 SEMICONDUCTOR DETECTORS

The Si detector in an XEDS is a reverse-biased p-i-n
diode and since this is still, by far, the most common
detector, we will take this as our model. Later in this
section we’ll discuss the role of other semiconductor
detectors, such as intrinsic-Ge (IG) and Si-drift detec-
tors (SDDs).

32.4.A How Does an XEDS Work?

While you don’t need to know precisely how the detec-
tor works in order to use it, a basic understanding will
help you optimize your system and it will also become
obvious why certain experimental procedures and pre-
cautions are necessary.

When X-rays deposit energy in a semiconductor,
electrons are transferred from the valence band to the

conduction band, creating electron-hole pairs, as we saw
back in Section 4.4. The energy required for this transfer
in Si is�3.8 eV at liquid-N2 temperature. (This energy is
a statistical quantity, so don’t try to link it directly to the
band gap.) Since characteristic X-rays typically have
energies well above 1 keV, thousands of electron-hole
pairs can be generated by a single X-ray. The number of
electrons or holes created is directly proportional to the
energy of the X-ray photon. Even though all the X-ray
energy is not, in fact, converted to electron-hole pairs,
enough are created for us to collect sufficient signal to
distinguish most elements in the periodic table, with
good statistical precision. Figure 32.4 is a schematic

(A)

(B)

Window
Be, BN,
diamond,
polymer

0.1 nm – 7nm

X-rays

20 nm Au
electrode

Si ‘dead’ layer
(n-type) ~100nm

Si dead layer
(p-type) ~100nm

Ice/contamination

Active Si
(intrinsic)

3 mm–1000 V bias

Anti-reflective
Al coating

20 nm – 50 nm

FIGURE 32.4. (A) Cross section of a Si(Li) detector with dimensions

indicated (not to scale). In the intrinsic Si region the incoming X-rays

generate electron-hole pairs which are separated by an applied bias. A

positive bias attracts the electrons to the rear ohmic contact and this

charge pulse is amplified by an FET. (B) Exploded diagram of how the

individual parts fit together.

3 COMPONENTS
The three main parts of an XEDS system are
(i) the detector
(ii) the processing electronics
(iii) the computer
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diagram of a Si detector and it is similar to the semicon-
ductor electron detectors we discussed back in Chapter 7.

Electron detectors separate the electrons and holes
by an internal reverse bias across a very narrow p-n
junction, but we need a much thicker detector for
X-rays to generate electron-hole pairs since X-rays
penetrate matter much more easily than electrons.

Even the purest commercial Si contains acceptor
impurities and exhibits p-type behavior. So we compen-
sate for the impurities, which would aid recombination
of electron-hole pairs by ‘filling’ any recombination sites
with Li, thus creating intrinsic Si in which the electrons
and holes can be separated. Henceforth, we’ll refer to
Si(Li) (often pronounced ‘‘silly’’) detectors.

The thousands of electrons and holes generated by
an X-ray still constitute a very small charge pulse
(�10–16 C), and so we apply a 0.5–1 keV bias between
evaporated Au or Ni ohmic contacts to separate most of
the charge. The metal film on the front face creates a p-
type region and the back of the crystal is doped to
produce n-type Si under a thicker rear contact. So the
whole crystal is now a p-i-n device, with shallow junc-
tions on either side of an intrinsic region.

When a reverse bias is applied (i.e., a negative charge
is placed on the p-type region and a positive charge on
the n-type), the electrons and holes are separated and an
electron pulse can be measured at the rear contact.

In the p and n regions at either end of the
detector, the Li compensation is not completely
effective. These regions are effectively unresponsive
to the X-ray because most of the electron-hole pairs
recombine, and don’t contribute to the pulse. These
so-called ‘dead layers’ are an inevitable result of the
fabrication process and reduce the detector effi-
ciency. In practice, it is the p-type dead layer at
the entrance surface that is most important since
the X-rays must traverse it to be detected and we
will refer to this as the dead layer.

The dead layer has become thinner as the detector
technology has improved and its effects on the spectrum
continue to be reduced (although not to zero, as we
shall see).

32.4.B Cool Detectors

Why do we have to cool the detector? Well, if the
detector were at room temperature, three highly unde-
sirable effects would occur

& Thermal energy would activate electron-hole pairs,
giving a noise level that would swamp the X-ray
signals we want to detect.

& The Li atoms would diffuse under the bias, destroy-
ing the intrinsic nature of the detector.

& The noise level in the FET would mask signals from
low-energy X-rays.

So the detector and the FET are usually cooled
with liquid N2, hence the characteristic dewar shown
in Figure 32.3B. The weight of the dewar and the need
for constant filling with liquid N2 are major draw-
backs. While the majority of XEDS systems on
AEMs still use liquid-N2 cooled Si(Li) detectors, alter-
natives are available, such as compact dewars (which
use much less N2), cryo-cooling, compressor-based
devices which attain liquid-N2 temperature mechani-
cally, non-compressive technologies and Peltier-cooled
systems, which cool sufficiently (and very rapidly) to
deliver reasonable energy resolution with fewer prob-
lems. Liquid-N2 cooling has other drawbacks. Resid-
ual hydrocarbons and water vapor in the column form
carbon contamination or ice films on the cold detector
surface, causing absorption of low-energy X-rays.
There are obvious solutions to this problem. We can
either isolate the detector from the vacuum, or remove
hydrocarbons and water vapor from the column. The
latter is a more desirable solution but the former is far
easier and much less expensive.

32.4.C Different Kinds of Windows

Liquid-N2 cooled detectors are usually isolated from the
AEM stage in a pre-pumped tube with a sealed ‘window’
which allows most X-rays through into the detector.
There are three kinds of detector; those with a Be win-
dow, those with an ultra-thin window and those without
a protective window.

Let’s examine the pros and cons of each window; a
good review has been given by Lund.

Beryllium-window detectors use a thin Be sheet. The
best foil is �7 mm which is transparent to most X-rays,
and can withstand atmospheric pressure when the stage

THE ENERGY OF A PULSE
Remember that the magnitude of the charge pulse is
proportional to the energy of the X-ray that gener-
ated the electron-hole pairs.

DEAD ACTIVE
The p and n regions are called ‘dead layers’; the
intrinsic region between them is referred to as the
‘active layer.’

THE XEDS DEWAR
The cylinder hanging on the side of the AEM is the
dewar holding liquid N2 that quietly boils away.
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is vented to air. But 7 mm Be is expensive (�$3 M/
pound!), rare, and slightly porous, so a thicker sheet
(�12–25 mm) is more commonly used. Rolling such a
thin Be sheet is a remarkable metallurgical achievement
but it still absorbs X-rays with energies < �1 keV.
Therefore, we cannot detect Ka X-rays from elements
below about Na (Z=11) in the periodic table, prevent-
ing analysis of B, C, N, and O, which are important in
the materials, biological, and geological sciences. Other
factors such as the low fluorescence yield and increased
absorption within the specimen make light-element
X-ray analysis somewhat of a challenge, and EELS is
often preferable (see Chapters 38 and 39).

Ultra-thin window (UTW) detectors use <100 nm
polymer films, diamond, boron nitride, or silicon
nitride, all of which can withstand atmospheric pressure
while transmitting 192-eV boron K X-rays and the best
UTW windows can even analyze Be K X-rays (110 eV).
Early polymer UTWs would break if you accidentally
vented the column to air without withdrawing the detec-
tor and window behind a valve. This problem was over-
come by strengthening the polymers with Al films and
this accounts for the term ‘atmospheric thin window’
(ATW)which youmay hear. You should remember that
different window materials absorb light-element X-rays
differently, so you need to know the characteristics of
your window. For example, carbon-containing win-
dows absorb nitrogen KaX-rays very strongly, nitrogen
absorbs oxygen, etc.

Windowless detectors only make sense in UHV
AEMs such as old VG instruments and Nion dedicated
STEMs which minimize hydrocarbons and keep the
partial pressure of water vapor by operating with a
stage vacuum < �10–8 Pa. Windowless systems rou-
tinely detect Be K X-rays as shown in Figure 32.5,
which is a remarkable feat of electronics technology.

The relative performance of the various windows is
summarized in Figure 32.6. Here we plot the detector
efficiency as a function of X-ray energy. You can clearly
see the rapid drop in efficiency at low energies and the
improved performance of windowless/UTW systems. In
fact, Si(Li) detectors absorb (i.e., detect) X-rays with
almost 100% efficiency over the range from �2 to
20 keV, as shown in Figure 32.7. Within this range are
X-rays from all the elements in the periodic table above
P. This uniform high efficiency is a major advantage of
the XEDS detector. Table 32.1 is a concise summary of
the pros and cons of each kind of window.

32.4.D Intrinsic-Germanium Detectors

You can also see in Figure 32.7 that Si(Li) detectors
show a drop in efficiency >�20 keV. This is because
such high-energy X-rays can pass through the detec-
tor without creating electron-hole pairs. This effect
limits the use of Si(Li) in 300–400 keV AEMS in

KLM TIME
Remind yourself now of the energies involved for
K, L, and M for different elements.

FIGURE 32.5. XEDS spectrum showing the detection of Be in an oxi-

dized Be foil in an SEM at 10 keV. The Be Ka line is not quite resolved

from the noise peak.
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FIGURE 32.6. Low-energy efficiency calculated for a windowless detec-

tor, an UTW (1-mm Mylar coated with 20 nm of Al) detector, an ATW

detector, and a 13-mm Be-window detector. Note that the efficiency is

measured in terms of the percentage of X-rays transmitted by the

window.

3.8 eV
It takes �3.8 eV to generate an electron-hole pair in
Si, so a Be Ka X-ray will create at most�29 electron-
hole pairs, giving a charge pulse of �5�10–18 C!
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which we can generate Ka X-rays from all the high-Z
elements, e.g., 75 keV Pb Ka X-rays are easily
formed at 300 keV. As we’ll see in Chapter 35,
there are advantages to using the K lines for quanti-
fication rather than the lower-energy L or M lines
and with a Si(Li) detector, the K lines from elements
above Ag (Z=47) are barely detectable. One possible
solution is to use an intrinsic Ge (IG) detector which
more strongly absorbs high-energy X-rays, as
detailed by Sareen.

We can manufacture Ge of higher purity than Si and
such Ge is inherently intrinsic, so, Li compensation is
not necessary. IGs are more robust and can be warmed
up repeatedly which, as we’ll see, can solve certain
detector problems.

Furthermore, the intrinsic region can easily be
made �5 mm thick, giving 100% detection of Pb Ka

X-rays. Figure 32.7 compares the efficiency of Si(Li)
and IG detectors up to 100 keV. There is an even more
fundamental advantage to IG detectors. Since it takes
only �2.9 eV to create an electron-hole pair in Ge,
compared with 3.8 eV in Si, a given X-ray produces
more electron-hole pairs in Ge, and so the energy reso-
lution and signal to noise are better. The only draw-
back is that the ionization cross sections for high-
energy K X-ray excitations are very small for
300–400 keV electrons, so the peak intensities are
low. So, why aren’t we all using IG detectors? Well,
there’s no good technical answer but the facts that
Si(Li) detectors are easier to manufacture and have a
long history of dependable operation are sound com-
mercial reasons why IG detectors have never seriously
penetrated the market.

32.4.E. Silicon-Drift Detectors

Si-drift detectors (SDD) may eventually displace tradi-
tional Si(Li) detectors; although relatively new, they are
already the detector of choice in the much larger SEM
and XRF markets. The SDD is basically a CCD (go
back and look at Figure 7.3) consisting of concentric
rings of p-doped Si implanted on a single crystal of n-Si
across which a high voltage is applied to pick up the
electrons generated as X-rays enter the side opposite the
p-doped rings (Figure 32.8A–C). Applying a voltage
from inside to outside the detector (rather than front
to back as in a Si(Li)) permits collection of the electrons
generated in the n-Si with a 4� lower voltage. Because
the central anode in the middle of the p-doped rings has
a much smaller capacitance than the large anode at the
rear face of a Si(Li) detector (Figure 32.3A–C), a very
high throughput of counts is possible, peaking at output
rates of many hundred of kcps (Figure 32.8D and look
ahead to Figure 32.12B)). If we could in fact generate
such enormous count rates in an AEM, we could reduce
quantification errors (see Chapter 35), increase analyti-
cal sensitivity (see Chapter 36), and seriously improve
the statistics of X-raymapping (see Chapters 33 and 35).
In addition to a high throughput, the SDD can operate
with no cooling or minimal thermoelectric (Peltier)
cooling, while maintaining energy resolutions competi-
tive with Si(Li) detectors (see Section 32.8). This is
possible because modern Si-processing technology has
reduced thermal-electron generation to extremely low
values.

FIGURE 32.7. High-energy efficiency up to 100-keVX-ray energy calcu-

lated for Si(Li) and IG detectors, assuming a detector thickness of 3mm in

each case. Note the effect of the Ge absorption edge at about 11 keV. In

contrast to Figure 32.6, the efficiency is measured by the percentage of X-

rays absorbed within the detector.

TABLE 32.1. Comparison of Windows

Type Name Thickness Material Advantage Disadvantage

Be Beryllium �7 mm Be Robust Absorption

UTW Ultra-thin window 300 nm Polymer Low absorption Breaks easily

ATW Atmospheric thin window 300 nm Polymer on grid Low absorption, robust Less effective area

None Windowless 0 nm None No absorption Contamination, light transmitted, need UHV

PROTECT YOUR DETECTOR
The intense doses of high-energy electrons or X-rays
which can easily be generated in an AEM (e.g., when
the beam hits a grid bar) can destroy the Li compen-
sation in a Si(Li) detector, but there is no such pro-
blem in an IG crystal.
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The only problem here is that, as we discuss at length
throughout the subsequent chapters, the use of small
probes and thin specimens means that total X-ray count
rates in AEMs are usually small, negating a principal
advantage of SDDs. However, all is not lost and with
the advent of intermediate-voltage FEGs and, more
recently, Cs correctors, we can create electron probes
of < 0.2 nm with> 1 nA of current. If you are prepared
to sacrifice spatial resolution by increasing the size of
the probe-limiting aperture, then several nA can be
generated in probes of a few nm. If you are prepared
to sacrifice spatial resolution still further by using
thicker specimens, then it is easy to reach the current
signal-processing limits (see next section) of Si(Li) elec-
tronics (>50 kcps), in which case SDDs might become
attractive alternatives. But the jury is still out.

Because an SDD is made up of arrays of individual
cells, each one like Figure 32.8A, it is also feasible to
consider designing specially shaped SDDs that con-
form to the inside of the AEM stage. Thus, we could
increase the collection angle well beyond typical flat
Si(Li) collection angles of a few tens of mrads, and
overcome the count-rate limitation (see Section
32.9.A). Count rates are, of course, no problem in
SEM-based, bulk-specimen, X-ray microanalysis,
which explains the rapid increase of SDDs on those
instruments. If you want to learn more, Newbury gives
a thorough analysis of the pros and cons of SDDs for
mapping in the SEM.

32.5 DETECTORS WITH HIGH-ENERGY
RESOLUTION

The poor energy resolution (typically �135�10 eV) is a
fundamental limitation of any of the semiconductor
detectors. This limitation arises because, as we discuss
in Section 32.7, the detection and processing steps are
statistical processes. This poor resolution gives rise to
significant peak overlaps (see Section 34.4) and funda-
mentally limits the sensitivity (detection limits) of ana-
lyses (see Section 36.4). However, there are X-ray
spectrometers available with significantly better resolu-
tion than EDS (<1–10 eV), which may provide better
options in the future, so it is worth noting these poten-
tial technologies.

32.6 WAVELENGTH-DISPERSIVE
SPECTROMETERS

32.6.A Crystal WDS

Before the invention of the XEDS, the wavelength-
dispersive (WDS) or crystal spectrometer was widely
used. The WDS uses crystals of known interplanar

(A)

(B)

(D)

(C)

p-type
diffusion

n-type
diffusion

flow line for
electrons

Front-side
electrode structure

Incident radiation
4 - 6 mm

Outer p-ring

Inner p-ring

n+ signal collection anode

FIGURE 32.8. (A) Schematic diagram showing the back of a quadrant of an

SDD consisting of concentric rings of p-type Si on a single crystal of n-type Si.

The FET is integrated onto the back of the detector and the bias is applied

between the outside p-type ring and the anode inside the inner ring giving

electron paths inside the detector as shown in blue. (B) Low-magnification and

(C)high-magnification imageof theelectrodestructureon thebackof theSDD.

(D)SDDspectra fromabulkMnsample showingnodegradation in resolution

with increasing output count rates. Be careful: the counts are displayed on a log

scalewhich distorts the usual linear vertical counts scale. Themaximumcounts

are in theMnKapeakat5.91keV.Theblackspectrumhasover3.3�106counts
in a single channel at that energy. The colored spectra have less counts down to

the blueonewith 30�103 counts in the same channel. But all spectradisplay the

same shape.A Si(Li) spectrometer cannot handle such count rates.
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spacing which (see Part 2) disperse X-rays of wave-
length (l) through different angles (y) according to
Bragg’s law (nl= 2d sin y). So a WDS treats electrons
as waves and this gives considerable advantages over
XEDS

& Better energy resolution (�5–10 eV) to minimize
peak overlaps.

& Higher peak to background (P/B) ratio to improve
detection limits.

& Better detection of light elements (minimum Z = 4,
Be) by careful choice of analyzing crystal rather than
solely through a dependence upon electronics, as in
the XEDS.

& No artifacts in the spectrum from the detection and
signal processing, except for higher-order lines from
fundamental reflections (when n � 2 in the Bragg
equation).

& Higher throughput count rate using a gas-flow pro-
portional counter.

So why don’t we have WDS systems on our AEMs?
Well, as you’ll see in Chapter 35, the forerunner of the
AEM, back in the 1960s and early 1970s, was the
electron microscope micro-analyzer (EMMA), which
did indeed use WDS. However, the WDS was a large
and inefficient addition to the TEM, and never
attained general acceptance by TEM users for two
reasons

& The crystal has to be moved to a precise angle where
it collects a tiny fraction of the X-rays from the
specimen, whereas the XEDS detector subtends a
relatively large solid angle.

& The WDS collects a single l at any time while the
XEDS detects X-rays over a large range of energies.
WDS is a very slow, serial collector; XEDS is a fast,
effectively parallel, collector.

The geometrical advantage of XEDS (remember, we
need to maximize X-ray counts) combined with rapid
detection over a wide energy range, without themechan-
ical motion of the WDS, accounts for the dominance of
Si(Li) XEDS systems in all AEMs. Two alternative
approaches to overcoming the poor energy resolution
of XEDS are being explored. One is a development of
the traditional WDS and the other is a totally new
approach to X-ray detection.

32.6.B CCD-Based WDS

In an attempt to detect ultra-soft (i.e., very low energy)
X-rays, Terauchi and Kawana have designed a WDS
using an aberration-corrected, concave, diffraction
grating (instead of the usual bent crystal) with a CCD
detector in place of the proportional counter. The

detector is much more compact than a standard WDS,
as shown in Figure 32.9A and B, and delivers an energy
resolution of 0.6 eV, which is 200� better than a typical
EDS resolution and sufficient to resolve intensity varia-
tions in the characteristic peaks that arise due to changes
in the density of states (DOS) of the valence band (see
Figure 32.9C). Study of the DOS and related bonding
effects is usually the role of EELS (see Chapter 40), so
CCD-WDS is a real breakthrough for X-ray spectrom-
etry. The energy resolution would improve further if
the CCD pixel size were decreased, and the grating
dispersion increased. Unfortunately, the count rate is
very low and to get the spectra shown in Figure 32.9C, a
probe size of �1 mm was used. A larger CCD would
permit smaller probes and these will become available
via digital-camera technology. Also, recent develop-
ments in capillary optics may increase the WDS collec-
tion angle, so the technology is worth watching.

32.6.C Bolometers/Microcalorimeters

A totally different approach to detecting X-rays is to
measure the heat emitted when an X-ray is absorbed.
At first sight this might appear ridiculous, but the

(A)

(B)

FIGURE 32.9. High-energy resolution X-ray spectrometry; (A) sche-

matic diagram and (B) image of the diffraction-grating WDS system

fixed to a TEM column. (C) High-resolution X-ray spectra from hexago-

nal, cubic, and wurtzite forms of BN showing differences in the BKa peak

shapes due to differences in bonding. (D) Comparison of Si(Li) and

bolometer spectra obtained in an SEM illustrating the tremendous differ-

ence in energy resolution.
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concept has been demonstrated (Wollman et al.) by
creating a microcalorimeter or bolometer (i.e., a
sensitive thermometer). As with WDS, the bolometer
is limited by its small area, so the solid angle is
small and the count rate correspondingly low, but it
delivers a resolution comparable with WDS (�5–10 eV),

while offering the effectively parallel-collection
aspects of XEDS (see Figure 32.9D). Bolometers
have been installed on SEMs where their small area
is offset by the large count rate. Despite initial enthu-
siasm, bolometers are not commercially available
because they have to be cooled to a few mK with
liquid He, which increases the cost close to that of a
new SEM and their size to the point where attaching
one to a TEM is a major mechanical-engineering feat.
The technology to create bolometer arrays is avail-
able but until compact, large collection angle WDS or
cheap bolometer systems are available, we’ll have to
live with the poor resolution and other limitations of
Si(Li) detectors, to which we’ll devote the rest of the
chapter.

Table 32.2 below summarizes much of the preceding
and following discussion.

32.7 TURNING X-RAYS INTO SPECTRA

The electronics attached to a Si(Li) or SDD convert the
charge pulse created by the incoming X-ray into a vol-
tage pulse, which is stored in the appropriate energy
channel of the computer display (which used to be called
a multi-channel analyzer or MCA). The pulse-proces-
sing electronics must maintain good energy resolution
across the spectrum without peak shift or distortion,
even at high count rates. To accomplish this, all the
electronic components beyond the detector crystal
must have low-noise characteristics and employ some
means of handling pulses that arrive in rapid succession.
This whole process used to rely on analog pulse proces-
sing, but many of the problems inherent in the analog
process have been solved by digital techniques (Mott
and Friel), and all current XEDS systems process the
charge pulses digitally.

Let’s consider first of all what happens if a single,
isolated X-ray enters the detector and the electron-hole
pairs are separated and captured to create a charge
pulse.

& The charge enters the FET preamplifier and is con-
verted into a voltage pulse.

& The pulse is digitized and the X-ray energy that
generated the pulse is computed.

& The computer assigns the signal to the appropriate
energy channel on the display.

The accumulation of pulses or counts entering
each channel at various rates produces a histogram
of counts versus energy that is a digital representa-
tion of the X-ray spectrum. The computer display
offers multiples of 1024 channels in which to display
the spectrum and various energy ranges can be

(C)

(D)

FIGURE 32.9. (Continued).
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assigned to these channels. For example, a 10-, 20-,
or 40-keV energy range can be used (or even 80 keV
for an IG detector on an intermediate-voltage AEM).
The display resolution chosen depends on the num-
ber of channels available.

A typical energy range that youmight select for a Si(Li)
and SDD detector is 10 or 20 keV and in 2048 channels
this gives youadisplay resolutionof5or10 eVper channel.

Details of the pulse-processing electronics are not
important except for two variables over which you
have control. These are the time constant and the dead
time. The time constant (t) is important only if you have
an old analog system; it is the time (�5–100 ms) allowed
for the analog processor to evaluate the magnitude of
the charge pulse.

& Choosing the shortest t (typically, a few ms) will allow
more counts per second (cps) to be processed but
with a greater error in the assignment of a specific
energy to the pulse, and so the energy resolution (see
Section 32.8 below) will be poorer.

& Choosing a longer t will give you better resolution
but the count rate will be lower.

With an analog system you can’t have a high
count rate and good resolution, so for most routine
thin-foil analyses you should maximize the count rate
(shortest t), unless there is a specific reasonwhy youwant
to get the best possible energy resolution (longest t). This
recommendation is based on a detailed argument pre-
sented by Statham.

If you have a digital system, the individual pulses are
monitored and t is varied for each pulse, depending on
how close they are together. We call this ‘adaptive pulse
processing’; it gives a continuous variation of output
count rate with input rate rather than a discrete range
for each value of t.

Now, in reality, there are many X-rays entering the
detector but, because of the speed of modern electron-
ics, the system can usually discriminate between the
arrival of two, almost simultaneous, X-rays. You can
find details of the electronics in Goldstein et al. When
the electronic circuitry detects the arrival of a pulse, it
takes less than a ms before the detector is effectively
switched off for a period of time called the dead time,
while the pulse processor analyzes that pulse. The dead
time is clearly closely related to t, and is so short that
you should expect your XEDS system to process out-
puts up to 10 kcps quite easily (if it is a later analog
system) and 30 kcps or more for a digital system. Even
higher outputs (up to 70–100 kcps) need to be handled
with an SDD (but in AEMs the beam current and/or
specimen thickness is rarely great enough). The dead
time increases as more X-rays enter your detector,
because it shuts down more often. The dead time can
be defined in several ways. If you take the ratio of the
output count rate (Rout) to the input count rate (Rin),
which you can usually measure, then

Dead time in % ¼ 1� Rout

Rin

� �
� 100% (32:1a)

DISPLAY RESOLUTION
You should keep the resolution at 10 eVper channel or
better. Smaller values use more memory, but memory
is cheap. Larger values mean fewer channels for each
characteristic peak, giving the peak a serrated step-like
appearance rather than a smooth Gaussian shape.

LONG OR SHORT t?
For most routine thin-foil analyses, you should max-
imize the count rate (shortest t), unless there is a
specific reason why you want to get the best possible
energy resolution (longest t).

TABLE 32. 2. Comparison of X-ray Spectrometers

Characteristic IG Si(Li) SDD WDS Bolometer

Energy resolution (typical/on column) 135 eV 150 eV 140 eV 10 eV 10 eV

Energy resolution (best) 114 eV 128 eV 127 eV 5 eV 5 eV

Energy to form electron-hole pairs (77 K) 2.9 eV 3.8 eV 3.8 eV n.a. n.a.

Band gap energy (indirect) 0.67 eV 1.1 eV 1.1 eV n.a. n.a.

Cooling required LN2 or thermoelectric LN2/thermoelectric None/

thermoelectric

None 100 mK

Detector active area 10–�50 mm2 10–�50 mm2 �50 mm2 n.a. 1 mm2

Detector arrays available No No Yes No Yes

Typical output rates 5–10 kcps 5–20 kcps 1000 kcps 50 kcps 1 kcps

Time to collect full spectrum �1 min �1 min few secs �30 min �30 min

Collection angle (sr) 0.03–0.20 0.03–0.30 0.3 10–4–10–3 10–4–10–3

Take-off angle 0�/20�/ 72� 0�/20�/ 72� 20� 40�–60� 40�–60�
Artifacts Escape, sum peaks

Ge K/L peaks

Escape, sum peaks Si

K peak

Multiple sum

peaks

High-order

lines

Data in this table come from the Web sites of the leading XEDS manufactures. For the latest information, check the URLs listed in the reference section.
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An alternative definition is

Dead time in%¼ðclock time� live timeÞ
clock time

�100% (32:1b)

These different ‘times’ can be confusing, but it helps to
think of equation 32.1b as follows: if you ask the
computer to collect a spectrum for a live time of 100s,
then the detector must be live and receiving X-rays for
this amount of time. If the detector is actually dead for
20s because it is processing X-rays, it will actually take
120s of ‘clock time’ to accumulate a spectrum, so the
dead time (from equation 32.1b)will be 20/120=16.7%.
As the input count rate increases, the output count
rate will drop and the clock time will increase
accordingly. Dead times in excess of 50–60% (or as
little as 30% in very old systems) mean that your
detector is saturated with X-rays and collection
becomes increasingly inefficient. Then you should
turn down the beam current or move to a thinner
area of the specimen to lower the count rate; but
this is a rare situation for a thin-foil analyst to face.
Just remember these times.

& Dead time is when the detector is not counting
X-rays but processing the previous photon.

& Live time is when the detector is ready to detect an
X-ray and not processing any signal.

& Clock time is what it says.

32.8 ENERGY RESOLUTION

The natural line width of the emitted X-rays is only a
few eV but the measured widths are usually >> 100 eV.
The electronic noise in the XEDS system is a major
source of the difference between the practical and theo-
retical energy resolutions and the width of the electronic
noise is described as the ‘point-spread function’ of the
detector. Since the poor energy resolution of XEDS is a
major limitation, we need to examine this concept more
closely.

We can define the energy resolutionR of the detector
as

R2 ¼ P 2 þ I 2 þ X 2 (32:2)

where P is a measure of the quality of the processing
electronics, defined as the full width at half maximum
(FWHM) of a randomized electronic-pulse generator.X
is the FWHM-equivalent attributable to detector leak-
age current and incomplete charge collection (see Sec-
tion 32.9.A). I is the intrinsic line width of the detector
which is controlled by fluctuations in the numbers of

electron-hole pairs created by a given X-ray and is
given by

I ¼ 2:35ðFeEÞ1=2 (32:3)

Here F is the Fano factor of the distribution of X-ray
counts from Poisson statistics, � is the energy to create
an electron-hole pair in the detector, and E is the energy
of the X-ray line. Because of these two factors, the
experimental resolution can only be defined under stan-
dard analysis conditions defined by the IEEE.

Rather than using IEEE-required radioactive
Fe55 we recommend measuring the R on your
AEM column! Now since Mn is not a common
specimen to have lying around, you will find it use-
ful to keep a thin NiO specimen (Egerton and
Cheng) to check the resolution when the detector is
on the column. You can also use the O K peak to
measure the low-energy resolution of your detector.
Suitable NiO films < 50 nm thick are available from
commercial companies that provide supplies for EM
laboratories. Ni is close enough to Mn in the peri-
odic table that you can get good measure of resolu-
tion (although it will be slightly worse than that at
Mn since resolution degrades with increasing X-ray
energy). Others have used thin Cr films instead of
NiO. You should be more concerned with changes in
R over time than the absolute value since changes
indicate that the detector is responding differently to
the X-ray flux.

Your computer system will have software that cal-
culates R rather than directly measuring the FWHM of
the Mn or Ni peak. It’s good to measure the FWHM
yourself and you do this by determining the energy
width between the channels either side of the peak that
contain half the maximum counts in the central (peak)
channel, as shown in Figure 32.10.

THE IEEE STANDARD FOR R
This is the FWHM of the Mn Ka peak, generated
(not in the microscope) by an Fe55 source which
produces 103 cps with an 8ms pulse-processor time
constant.

COUNT-RATE EFFECT
All detectors lose resolution as their temperature
increases and the count rate increases, although digi-
tal electronics handle higher count rates better.
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Because the value of � is lower for Ge (2.9 eV) than
for Si (3.8 eV), IG detectors have higher R than Si(Li).
The resolution is also a function of the detector area,
and the best values we just gave are for 10 mm2 detec-
tors. The 30 mm2 or 50 mm2 detectors, which are typi-
cally installed on AEMs to increase the count rate, have
resolutions �5–10 eV worse than the figures just men-
tioned. So you should be aware that, when you measure
R on your AEM, there will be a further degradation in
resolution. It is rare to find a 30 mm2 Si(Li) detector
delivering a resolution <�140 eV on the AEM column,
even though quoted values are typically �10 eV less.

How close are XEDS detectors to their theoretical
resolution limit? If we assume that there is no leakage
and the electronics produce no noise, then P=X=0 in
equation 32.2, soR= I. For Si, F=0.1, e=3.8 eV, and
the Mn Ka line occurs at 5.9 keV, which gives R =
111 eV. So it seems that there is not much more room
for improvement. The resolution of semiconductor
detectors won’t approach that of crystal spectrometers
or bolometers (< 1 to�10 eV). However, because of the
dependence of I on X-ray energy, light-element K lines
do have FWHMswell below 100 eV.We’ll see in Section
34.5 that there are signal-processing methods to
improve the resolution.

32.9 WHAT YOU SHOULD KNOW ABOUT
YOUR XEDS

There are several fundamental parameters which you can
specify, measure, andmonitor to ensure that your XEDS
is performing acceptably. Many of these tests are stan-
dard procedures (e.g., see the XEDS laboratories
described by Lyman et al.) and are summarized by Zem-
yan and Williams. In an SEM, which is relatively well
behaved, Si(Li) detectors have been known to last 10
years or more before requiring service or replacement.
In contrast, an AEM is a hostile environment and the life
of a detector can be considerably shortened unless there is
a protective shutter (see Section 32.11), which should
always be closed unless you are acquiring a spectrum. If
you analyze a thick portion of your specimen (a waste of
time), traverse a grid bar across the field of view (easy to
do), or accidentally insert the objective diaphragm while
the shutter is open (inwhich case you should be sentenced
to memorize this chapter) you can ‘flood’ the detector
and close down the electronics. If this happens, ask for
help, but be prepared to wait a while because the system
takes time to recover. If it happens too often, you can
permanently damage your detector.

You need to know the operating specifications for
your own XEDS, and how to measure them. We can
break these specifications down into detector variables
and signal-processing variables.

For all of the tests/actions that we describe below,
you must discuss the procedure with the instrument
technician/laboratory manager before doing anything
because it is easy to damage the detector if you don’t
do it right.

32.9.A Detector Characteristics

The detector resolution that we just defined may degrade
for a variety of reasons. Two are particularly common

& Damage to the intrinsic region by high-energy fluxes
of radiation.

& Bubbling in the liquid-N2 dewar due to ice crystals
building up.

We’ve just told you how to avoid the first prob-
lem. If part of your responsibility in the lab is to

DETECTOR RESOLUTION
Typically, Si(Li) detectors have a resolution of
�140 eV at Mn Ka with the best being <130 eV.
The best reported IG resolution is 114 eV. SDDs
offer about 140 eV but can get down to �130 eV
with Peltier cooling.

0

2.5x104

5x104

5.6 5.8 6.0 6.2

Counts

140 eV

250 eV

Energy (keV)

Imax

2
Imax

10
Imax

FWHM

FWTM

FIGURE 32.10. Measurement of the energy resolution of an XEDS detec-

tor by determining the number of channels that encompass the FWHM of

the Mn Ka peak. The number of channels multiplied by the eV/channel

gives the resolution which, typically, should be about 130–140 eV on the

column. You can also measure the FWTM to give an indication of the

degree of the ICC which distorts the low-energy side of the peak. The

FWTM should be �1.83� the FWHM if ICC is insignificant.

DAMAGING THE DETECTOR
High X-ray or electron fluxes can damage the detec-
tor; it is particularly important to monitor the detec-
tor performance on your AEM, so that quantitative
analyses you make at different times may be com-
pared in a valid manner.
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top up the liquid N2 then it should be filtered before
putting it into the dewar and never re-cycled. If the
N2 is bubbling, you must ask that the problem be
corrected and you can suggest warming up the
detector.

Or you can suggest that the AEM needs a detector
cooled by means other than liquid N2!

Incomplete-charge collection (ICC): because of the
dead layer, the X-ray peak will not be a perfect Gaussian
shape. Usually the peak will have a low-energy tail,
because some X-ray energy will be deposited in the
dead layer and will not create electron-hole pairs in the
intrinsic region. You can measure this ICC effect from
the ratio of the full width at tenthmaximum (FWTM) to
the FWHM of the displayed peak, as shown schemati-
cally in Figure 32.10.

In Si(Li) detectors, the phosphorus Ka peak shows
the worst ICC effects because this X-ray fluoresces Si
very efficiently. ICC will also occur if the Si has a large
number of defects arising, for example, from damage via
a high flux of backscattered electrons. The crystal
defects act as recombination sites, but they can be
annealed by warming the detector, as we just described.
An IG detector should meet the same FWTM/FWHM
criterion as a Si(Li) detector. If the ratio is higher than 2
for the Ni Ka peak there is something seriously wrong
with the detector and it needs to be replaced. An SDD
has an extremely thin dead layer, so ICC should be
minimal.

Detector contamination: over a period of time, even
in a UHV STEM, ice and/or hydrocarbons will even-
tually build up on the detector surface, or the window.
When contamination occurs, it reduces the detection
efficiency for low-energy X-rays. Ultimately, any detec-
tor will contaminate because of residual water vapor in
the detector vacuum or because the window may be
slightly porous. In all cases, the problem is insidious
because the effects develop over time and you might
not notice the degradation of your spectrum quality
until differences in light-element quantification occur
in the same specimen analyzed at different times. There-
fore, you should regularly monitor the quality of the
low-energy spectrum. The ratio of the Ni Ka/Ni La can
be used (as described by Michael) as a signal to warn of
icing/contamination.

The K/L ratio will differ for different dead layers,
different UTWs orATWs, and different specimen thick-
nesses, so we can’t define an acceptable figure of merit.
The best you can do is tomeasure the ratio (ideally when
you first use your detector) and monitor any changes,
being aware that, as the ratio increases, quantification
of low-energy X-ray lines becomes increasingly unreli-
able. When the ratio become unacceptable, the detector
should be warmed up. Automatic, in situ, heating
devices which raise the detector temperature sufficiently
to sublime off the ice, without warming the dewar up to
ambient temperature, make this process routine. If your
detector doesn’t have such a device then you should
again ask that it be warmed. An SDD doesn’t have
icing problems if operated at ambient temperatures
and, even if Peltier cooling is used, it is still nowhere as
cold as liquid N2.

In summary, you should measure and continually
monitor changes in

& The detector resolution on the column using the Mn
or Ni Ka line (typically 150 eV for Si(Li) and 140 eV
for an IG or SDD).

& The ICC defined by the FWTM/FWHM ratio of the
Ni Ka line (ideally 1.82).

& The ice/contamination build-up reflected in the Ni
Ka/La ratio.

If any of these figures of merit get significantly larger
than your baseline values, then warming up the detector,
if necessary to room temperature, may help.

In summary, you must be very careful with your
XEDS.

& DO NOT generate high fluxes of X-rays or back-
scattered electrons unless your detector is shuttered.

& DO NOT ever warm up the detector yourself; get
help. But make sure that the bias is turned off and
the manufacturer is consulted.

& DO NOT use unfiltered or re-cycled liquid N2.

A WARNING ON WARMING
Warming the detector to room temperature should
only happen after consultation with the manufac-
turer, and after turning off the applied bias. (Think
what happens to the Li otherwise.)

IDEAL GAUSSIAN
An ideal Gaussian shape gives a ratio FWTM/
FWHM of 1.82 (Mn Ka or Ni Ka) but this will be
larger for lower-energy X-rays that are more strongly
absorbed by the detector.

ICE ON THE DETECTOR
If contamination or ice builds up on the detector, the
Ka/La ratio rises; the ice selectively absorbs the
lower-energy L line.
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All these DO NOTs make liquid-N2-free and mini-
mal dead-layer SDDs rather attractive.

32.9.B Processing Variables

You need to ensure that the output counts (i.e., the
spectrum) reflect the input X-ray counts. There are
three things you can check to make sure the pulse-pro-
cessing electronics are working properly

& First, check the calibration of the energy range of the
spectrum.

& Second, check the dead-time correction circuitry.
& Third, check the maximum output count rate.

The energy resolution should not change signifi-
cantly from day to day, unless you change the (analog)
time constant. Electronic-circuit stability has improved
to a level where such checks need only be done a couple
of times a year. Will you do the check or rely on some-
one else?

Calibration of the energy-display range: this process
is quite simple; collect a spectrum from a specimen
which generates a pair of X-ray lines separated by
about the width of the display range (e.g., Cu for
0–10 keV, Mo for 0–20 keV). Some systems use an
internal electronic strobe to define zero, and in this
case you only need a specimen with a dominant line at
the high end of the energy range. Having gathered a
spectrum, see if the computer markers are correctly
positioned at the peak centroid (e.g., Cu La at
0.932 keV and Cu Ka at 8.04 keV). (You’ll learn more
about the specific energies in Chapter 34 and you can
also go back to Chapter 4 to remind yourself of the
relationship between E and Z.)

Checking the dead-time correction circuit: if the dead-
time correction electronics are working properly, the
electronics will give an increase in output counts directly
proportional to the increase in input counts, for a fixed
live time. This behavior is absolutely essential for valid
quantification.

& Choose a pure element, say our favorite NiO foil
which we know will give a strong Ka peak.

& Choose a live time, say 50s, and a beam current to
give a dead-time readout of about 10%.

& Measure the total Ni Ka counts that accumulate in
about 30–60s (longer is better).

Then repeat the experiment with higher input count
rates (e.g., dead times of 30, 50, 70%).

To increase the count rate, increase the beam cur-
rent by choosing a larger diameter beam or larger C2
aperture. The dead time should increase as the input
count rate goes up, but the live time remains fixed (by
your choice). If you plot the number of output counts
against the beam current, measured with a Faraday
cup, or a calibrated exposure-meter reading, then it
should be linear, as shown in Figure 32.11. But you
will see when you do the experiment that it takes an
increasingly longer (clock) time to attain the preset live
time as the dead time increases. If you don’t have a
Faraday cup, you can use the input count rate as a
measure of the current; remember that the Faraday
cup is useful for many other functions, such as charac-
terizing the performance of the electron source, as we
saw in Chapter 5. Remember

Determination of the maximum output count rate:
again the procedure is simple

& Gather a spectrum for a fixed clock time, say 10–30s,
with a given dead time, say 10%.

& Increase the dead time by increasing the beam cur-
rent, C2 aperture, or specimen thickness.

& See how many counts accumulate in the Ni Ka peak
in the same fixed clock time.

RECALIBRATE
If the peak and the marker are >1 channel (10 eV)
apart, then you should recalibrate your display using
the commercial software.

MUST BE LINEAR
The processing electronics must show linear behavior
for valid quantification.

0 1 2 3 4 5
Beam current (nA)

2 x 105

0

Output
counts

(0-20keV)

35%

14%

81%

4 x 105

6 x 105

8 x 105

Dead time

 50 live secs

FIGURE 32.11. A plot of the output counts in a fixed live time as a

function of increasing beam current showing good linear behavior over

a range of dead times, demonstrating that the dead-time correction cir-

cuitry is operating correctly.
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The number of counts should rise to a maximum
and then drop off above a certain dead time, which
depends on the system electronics. Beyond the maxi-
mum, the detector will be dead more than it is live and
so the counts in a given clock time will decrease. In
Figure 32.12A, this maximum is at about 60% dead
time, typical of modern systems, although in older
XEDS units this peak can occur at as little as 30%. If
you have analog electronics, you can repeat this experi-
ment for different time constants, t, and the counts

should increase as t is lowered (at the expense of energy
resolution), as also shown in Figure 32.12A. Clearly, if
you operate at the maximum in such a curve (if you can
generate enough input counts) then you will be getting
the maximum possible counts in the shortest possible
time. As we’ve already said, it is almost always better to
have more counts than to have the best energy resolu-
tion, so select the shortest t unless you have a peak
overlap problem. Digital processing is easier than ana-
log for this reason.

If your specimen is too thin it might not be possible
to generate sufficient X-ray counts to reach dead times
in excess of 50%, so the curve may not reach a max-
imum, particularly if t is very short or you have digital
processing. In this case, just use a thicker specimen.

While it is rare that a good thin foil produces enough
X-rays to overload the detector electronics, there are
situations (e.g., maximizing analytical sensitivity—see
Chapter 36) when you need to generate as many counts
as possible. However, if you use a thick specimen and
high beam current, you may produce too many counts
for analog processing, or even digital, systems. If high
count rate is your primary mode of operation, you
might want to consider an SDD. Figure 32.12B shows
the prospects for high output count rates with an SDD.
The problem in TEM, as we’ve noted, is to generate
sufficient counts to make use of this extraordinary pro-
cessing capability.

As shown in Figure 32.13, digital processing
permits a higher throughput over a continuous
range of energy resolution than the fixed ranges avail-
able from each specific (in this case six) t for an
analog system. We’ve already mentioned that Cs

correction permits larger apertures to be used and
therefore, significantly more current can be put into
small probes, but it’s unlikely that if you have a
Cs-corrected AEM it will be still interfaced to an
old analog XEDS system.

In summary, you should occasionally

& Check the energy calibration of the computer
display.

& Check the dead-time circuitry by the linearity of
the output count rate versus beam current
(Figure 32.11).

& Check the counts in a fixed clock time as a function
of beam current to determine the maximum output
count rate (Figure 32.12).

(A)

(B)

FIGURE 32.12. (A) The output count rate in a given clock time as a

function of dead time. The maximum processing efficiency is reached at

�60% dead time. It is very inefficient to use the system above the max-

imumoutput rate because of the very long (clock) times needed to gather a

spectrum. Increasing the (analog) time constant results in fewer counts

being processed and a drop in the output count rate. (B) Data from an

SDD on an SEM at three different time constants: note the enormous

increase in output count rate up to 1.2 million cps.

TOO THIN
In XEDS, your specimen may be too thin: you need
enough counts.
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32.10 THE XEDS-AEM INTERFACE

In your TEM, an intense beam of high-energy electrons
bombards your specimen, which scatters many elec-
trons. The specimen and any other part of the TEM
that is hit by these electrons emit both characteristic
and bremsstrahlung X-rays (which have energies up to
that of the electron beam). X-rays of several tens or
hundreds of keV can penetrate long distances into the
material and fluoresce characteristic X-rays from any-
thing that they hit. Ideally, the XEDS should only ‘see’
the X-rays from the beam-specimen interaction volume.
However, as shown in Figure 32.14, it is not possible to
prevent radiation from the stage and other areas of the

specimen from entering the detector. As you can see
from Figure 32.14, the XEDS has a collimator in front
of the detector crystal. This collimator is the last line of
defense against the entry of undesired radiation from
the stage region of the microscope.

It’s worth checking if you have an ideal collimator,
constructed of a high-Z material, such as W, Ta, or Pb,
coated externally and internally with a low-Z material,
such as Al, C, or Be. The low-Z coating minimizes the
production of X-rays from backscattered electrons that
happen to spiral into the collimator. The high-Z mate-
rial absorbs high-energy bremsstrahlung. The inside of
the collimator should be baffled to prevent any back-
scattered electrons from generating X-rays that then
penetrate the detector. No collimator is entirely success-
ful and we’ll describe the contribution of system-pro-
duced X-rays in the next chapter.

32.10.A Collection Angle

The detector collection angle (O) is the solid angle
subtended at the analysis point on the specimen
by the active area of the front face of the detector.
The collection angle is shown in Figure 32.14 and is
defined as

O ¼ A cos d

S2
(32:4)

where A is the active area of the detector (usually
30 mm2), S is the distance from the analysis point to
the detector face, and d is the angle between the normal
to the detector face and a line from the detector to the
specimen. In many XEDS systems, the detector crystal
is tilted toward the specimen so d=0, thenO=A/S2. It
is clear that to maximizeO the detector should be placed
as close to the specimen as possible.

As we’ll see, in most AEM experiments, it is the low
X-ray count rate that limits the accuracy of the experi-
ment. Commercial Si(Li) crystals have A values from 10
to 30mm2 and 50 mm2 is becoming more common. As a
result, values of O dictated by the closest distance
between the specimen and detector/collimator lie in the
range from 0.3 down to 0.03 sr. ATW detectors invari-
ably have lower O values than Be-window or window-
less detectors because the polymer window has to be
supported on a grid which reduces the collection angle
by �20%. IG detectors need a reflective window to
prevent IR radiation from generating noise in the

FIGURE 32.13. Digital pulse processing gives a continuous range (blue

line) of X-ray throughput at 50% dead time, compared with a set of fixed

throughput ranges (green lines) for specific (analog) time constants.

FIGURE 32.14. Schematic diagram of the interface between the XEDS

and the AEM stage showing how the detector can ‘see’ X-rays from

regions other than the beam-specimen interaction volume over the (rela-

tively large) undesired collection angle. The (relatively small) desired

collection angle O and take-off angle a are also shown.

THE COLLIMATOR
The collimator defines both the (desired) collection
angle of the detector and the average take-off angle of
X-rays entering the detector.
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detector. So, even with the largest detectors,O is a small
fraction of the total solid angle of characteristic X-ray
generation, which is, of course, 4p sr.

This value of O is calculated from the dimensions of
the stage and the collimator. There is no way, however,
that you can measure this critical parameter directly,
although you can compare X-ray count rates between
different detector systems using a standard specimen
such as our thin NiO film and a known beam current.
A useful figure of merit is the X-ray counts per second
detected from a standard specimen, with a given beam
current and a given detector collection angle (cps/nA/
sr). Typically, for an AEM with a nominal O of 0.13 sr
and a beam energy of 300 keV the figure of merit is
> 8000. For a beam energy of 100 keV, it is about
13,000 (Zemyan and Williams). The increase at lower
keV is due to the increased ionization cross section.

The magnitude of O is limited because the upper
polepiece of the objective lens gets in the way of the
collimator, thus limiting S. To avoid this limitation,
we could increase the polepiece gap but doing so
would lower the maximum beam current and degrade
the image resolution, both of which are highly undesir-
able. The advent of Cs-corrected AEMs has removed
this limitation and will open up a new chapter in high
count-rate X-ray analysis in AEMs (Watanabe and
Williams). Arrays of SDDs have already been used to
give solid angles >1 sr on PIXE systems (Doyle et al.),
so the future of XEDS in the AEM has exciting
possibilities.

32.10.B Take-Off Angle

The take-off angle a is the angle between the specimen
surface (at 0� tilt) and a line to the center of the detector,
as shown in Figure 32.14. Sometimes, it is also defined
as the angle between the transmitted beam and the line
to the detector, which is simply (90� + a). In the SEM/
EPMA, we keep a high to minimize X-ray absorption in
bulk specimens. Unfortunately, in an AEM, if we max-
imize a, the price we pay is lowering O. A high-angle
detector has to be positioned above the upper objective
polepiece and will be much farther from the specimen.
In the EPMA, low O is not a problem because there are
always sufficient X-rays from a bulk specimen, but in
the AEM the highest possible O is essential, as we’ve
already emphasized (counts, counts. . .).

In those AEMs where the detector has a high take-
off angle but a low O, the poor X-ray count rate makes
quantitative analysis much more time consuming.
Keeping the detector below the polepiece restricts a to
a maximum of about 20�. In most cases you will find
that such a small value of a is not a problem because one
of the major advantages of thin-specimen AEM com-
pared to EPMA is that absorption can usually be
neglected. If absorption is a problem in your particular
specimen, you can reduce the X-ray path length by
tilting it toward the detector, thus increasing a (see
Section 35.5). We don’t recommend tilting because it
increases spurious effects (see Chapter 33) and also low-
ers the P/B (peak to background) ratio in the spectrum.

32.10.C Orientation of the Detector
to the Specimen

There are two simple questions that you must be able to
answer.

(a) Is the detector pointing on axis? The detector is
inserted to a point where it is almost touching the objec-
tive polepiece, and you hope that it is ‘looking’ at the
region of your specimen that is on the optic axis when
the specimen is eucentric and at zero tilt. To find out if
your system is thus aligned, take a low-magnification X-
ray map from a homogeneous specimen, such as our
thin NiO film. If the detector is not pointing on axis, the
map will show an asymmetric intensity. Alternatively, if
you can’t map at a low enoughmagnification, simply see
how the Ni Ka intensity varies from area to area on the
foil with the stage traverses set at zero and different
areas selected using the beam deflectors. The maximum
intensity should be recorded in the middle grid square
and for some distance around. It is also instructive to do
the same test with the specimen moved above or below
the eucentric plane. Again, the maximum intensity
should be recorded at eucentricity. If the intensity is
asymmetric then the detector or the collimator is not
well aligned and some of your precious X-ray counts are
being shadowed from the detector, probably by the
collimator. So you need to ask for technical help.

(b) Where is the detector with respect to the image?
It is best if the detector is ‘looking’ toward a thin region
of the specimen, rather than toward a thicker region, as
shown in Figure 32.15A. This alignment minimizes the
X-ray path length through your specimen. If the BF
image rotates when changing magnification in your
TEM then the apparent detector orientation with
respect to the image (on the screen) will vary with

W
The value of O is the most important parameter in
determining the quality of your X-ray analysis. You
need three things for good AEM X-ray analysis:
counts, counts, and more counts.

TAKE-OFF ANGLE AND COUNTS
We would like to maximize the take-off angle and
maximize the count rate, but we can’t.
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magnification. A STEM BF doesn’t rotate so the rela-
tive orientation of the detector to your image is fixed. It
is simple to find this orientation if the detector axis (y
axis) is normal to a principal traverse axis (x) of the
stage. If you press gently on the end of your holder, the
image will move in the +x direction. Then you can
determine geometrically the direction (+y or –y) along
which the detector is ‘looking’ with respect to that +x
direction in the TEM image. In STEM, the image might
be rotated 180� with respect to the TEM image so you
have to take this into account. But it’s all a good exercise
in 3D geometry.

If you’re doing analysis or mapping across a planar
interface, which is a common AEM application, then
you should also orient your specimen such that the
interface is parallel to the detector axis and the beam,
so the detected X-rays have come through regions of

similar composition and don’t cross the interface. A tilt-
rotation holder is ideal for this but, if a low-background
version is not available, then you may need to take out
the holder and re-position your foil manually a few
times until the interface is in the right orientation (see
Figure 32.15B).

32.11 PROTECTING THE DETECTOR
FROM INTENSE RADIATION

If you are not careful, the XEDS electronics can be
temporarily saturated if high doses of electrons or
X-rays hit the detector. The detector itself may also
be damaged, particularly in intermediate-voltage
AEMs. As we’ve noted, these situations occur when
you inadvertently move thick areas of your specimen
under the beam, or if you are traversing around a
thin specimen and the support grid hits the beam.
To avoid these problems, shutter systems are built
into most XEDS systems which automatically pro-
tect the Si(Li) crystal if the AEM is switched to low
magnification or if the pulse processor detects too
high a flux of radiation.

If you don’t have a shutter then you can physically
retract the detector to lower O (if it is retracted along a
line of sight to the specimen) or remove the detector
from out of view of the specimen. The drawback to this
approach is that constant retraction and reinsertion of
the detector may cause undue wear on the sliding ‘O’-
ring seal. Also you may reposition your detector
slightly differently each time, unless the system is
designed so you can push the detector to a fixed stop,
thus insuring a constant O and a. A shutter is highly
recommended!

(A)

(B)

FIGURE32.15. (A) The position of theXEDS relative to a wedge-shaped

thin foil results in different X-ray path lengths. The shortest path length

with the detector ‘looking’ at the thinnest region of the foil minimizes any

X-ray absorption. (B) The preferred orientation of the XEDS when

analyzing a planar defect: the interface plane is parallel to the detector

axis and the incident-beam direction.

LOOKING AT THE SPECIMEN
TheXEDS detector must be ‘looking’ at the thin edge
of your specimen and aligned with any planar inter-
face you are studying.

SHUT THE SHUTTER
To avoid reliance on the automatic system, it is best
to have the shutter closed until you have decided
which area you want to analyze and it is thin enough
that the generated X-ray flux doesn’t saturate the
detector. Also, never have the objective aperture
inserted.
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CHAPTER SUMMARY
The XEDS (usually of the Si(Li) variety) is the only X-ray spectrometer currently used in
TEMs. It is remarkably compact, efficient, and sensitive. A combination of Si(Li)/SDD and IG
detectors can detect Ka lines from all the elements from Be to U. The XEDS is limited by its
poor energy resolution, artifacts in the spectra, and the need for cooling, but it is simple to run
andmaintain. Youmust take care to perform certain basic procedures and refrain from certain
others that can damage the detector. Sometimes, it may be too simple; beware. You need to

& Measure your detector resolution every 6 months at the Mn or Ni Ka line (at best
130–140 eV for Si(Li) or SDD and 120–130 eV for IG).

& Measure the ICC (FWTM/FWHM ratio of the Ni Ka line: ideally 1.82), every 6months.
& Unless you have an SDD or a Peltier-cooled Si(Li), monitor ice build-up via in the Ni
Ka/La ratio on a monthly basis.

& Check the calibration of the energy range of your computer display every 6 months
especially if you have an SDD.

& Check the dead-time correction circuitry by the linearity of the output count rate versus
beam current, every 6 months.

& Check the counts in a fixed clock time as a function of beam current to determine the
maximum output count rate, every 6 months.

& Always operate with the shutter closed until you are ready for analysis.
& Always retract the objective diaphragm prior to analysis.
& Ensure the XEDS is pointing toward the thin edge of any wedge/disk specimen.

Interfacing your XEDS to the AEM is crucial since it determines the count rate, the need
for an absorption correction, and the intrusion of spurious X-rays into your spectrum. In
any decision involving XEDS in the AEM, you should always choose the option that
optimizes the count rate.

For the sake of completeness, Table 32.2 shows you the relative merits of the various
detectors that we have discussed in this chapter.
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SELF-ASSESSMENT QUESTIONS
Q32.1 Define: XEDS, IG, SDD, AEM.
Q32.2 Explain in four steps how X-rays from the specimen are converted into a spectrum.
Q32.3 Distinguish between dead time, live time, and clock time.

Q32.4 Distinguish between dead layer(s) and active regions of detectors.
Q32.5 List four ways that you can damage your detector while you’re operating the AEM.
Q32.6 What is more important during X-ray microanalysis and why: X-ray counts, X-ray energy resolution,

X-ray take-off angle, or specimen tilt?
Q32.7 What is the best accelerating voltage to use for XEDS?

Q32.8 Whymust Si detectors be doped with Li while IG detectors are not doped (Hint: what does the ‘I’ mean?)?
Q32.9 How does this Li affect the operation of the detector? Why is there no Li in a SDD?
Q32.10 What type of detector is better for detecting (a) high-Z materials, (b) lower-Z materials and why?

Q32.11 Why is pulse processing required to translate X-ray photons into a spectrum?
Q32.12 What is a reasonable dead time and how is this affected by the vintage of your detector electronics?
Q32.13 Why is digital pulse processing preferred over analog processing? Give one exception to this preference.
Q32.14 What advantage does XEDS have over WDS?

Q32.15 What are some of the disadvantages to XEDS?
Q32.16 Why is a large collection angle, O, useful? What limits the value of O in practice?
Q32.17 Why is a high take-off angle, a, useful? What limits the value of a in practice?

Q32.18 Why is a larger O more important than a higher a?
Q32.19 Why is the collimator so important in front of your detector?
Q32.20 What aspects of TEM design restrict the use of large arrays of detector crystals such as SDDs?

Q32.21 Why is it not a major issue that we cannot optimize the take-off angle a?
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Q32.22 What materials are used in the collimator to avoid X-ray generation within the collimator and what
might cause the generation of these X-rays in the first place?

Q32.23 You switch on your XEDS detector but you don’t register any X-rays coming through the system.

Explain what may be causing this situation.

TEXT-SPECIFIC QUESTIONS
T32.1 Explain what factors control the shape of the characteristic peaks and the background in a typical

energy-dispersive spectrum such as Figure 32.2A.

T32.2 List three reasons why we cool Si(Li) or IG detectors with liquid N2 and three undesirable consequences.
Search theWeb sites of themajor EDSmanufacturers to see if there are alternatives to liquid-N2 cooling.
Why do we not have to cool an SDD to liquid-N2 temperatures?

T32.3 Explain why, in comparison to a Si(Li) detector, an IG detector exhibits (a) better energy resolution, (b)
more resistance to high-energy electron damage, (c) less susceptibility to accidental loss of liquid N2 and
(d) better detection of high-energy X-rays. Given these advantages, why are IG detectors not more
common on AEMs?

T32.4 Explain why, in comparison to a Si(Li) detector, a wavelength-dispersive (crystal) spectrometer (WDS)
offers (a) better resolution, (b) more throughput of counts, (c) fewer artifacts. Given these advantages,
why is the WDS not more common on AEMs?

T32.5 Why does the output X-ray count rate rise to a maximum and then fall as the input count rate continues
to rise (as in Figure 32.12A)?

T32.6 So why don’t we always operate the AEM at the maximum count rate (which would, inter alia, improve

counting statistics, thus reducing errors), reduce the time required to acquire the spectrum (thus reducing
damage to beam-sensitive specimens)?

T32.7 Consider the curves in Figure 32.12. Explain why the statements in the caption are true. (Are they?)
T32.8 Give examples of how the limitations of the curves in Figure 32.12A might be overcome?

T32.9 Explain why SDDs can operate at much higher count rates than other XEDS detectors.
T33.10 An engineer decided to remove the collimator baffles from her AEM. What does she put up with as a

consequence?

T33.11 Why would it be good to have both the largest detector take-off angle and the highest detector collection
angle? Why do we have to make a compromise choice in practice? Explain why correction of the
spherical aberration coefficient of the objective lens would remove this compromise.

T32.12 Figure 32.9 shows aWDS system on a TEM.Why is it not commonly used now? (A careful discussion is
required.)

T32.13 Look at Figure 32.9D. Why are the EDS peaks so much broader than those from the bolometer and

could this possibly be improved?
T32.14 An image produced using a backscattered-electron detector shows the presence of three regions of

significantly different contrast. Where should you begin to further analyze this specimen?
T32.15 A strong background appears in the 0–10 keV spectrum of a geological specimen.What is this specimen,

and how can the high background be compensated for?
T32.16 Using a windowless detector it becomes apparent by comparing past and previous spectra of the same

specimen that there is likely a coating of ice or hydrocarbons on the detector. Should you just thaw out

the detector or not?
T32.17 After measuring XEDS spectra from a biological or polymeric specimen, you close your AEM session

but find yourself physically unable to open the chamber to remove the specimen. What is likely to be the

cause?
T32.18 You have decided to switch an IG detector in for the Si(Li) already in your microscope to identify X-ray

lines above 20 keV. After the switch, you notice what appears to be a large increase in the number of

escape peaks in your spectra. Name one reason why this might be happening.
T32.19 Barry and David are laughing about something you did in lab last week. You were attempting to

optimize the energy resolution of the XEDS spectra you obtained. What is their point?
T32.20 Are there hidden peaks obscured by the low-energy edge of several of your more intense peaks and what

can you do about it if there are?
T32.21 A novice at using the XEDS on the TEMdecides to employWDS instead, with the notion in mind that it

wouldn’t be such a bad thing to get more resolution for the spectra. Which rude awakening is this person

close to discovering?
T32.22 A geological specimen is elementally analyzed using XEDS. This turns out to contain Si, Al, O, and Fe.

Out of curiosity, an X-ray map in search of Cu is performed on this same region of the specimen.

Multiple locations of Cu spring up in the map. Explain.
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33
X-ray Spectra and Images

CHAPTER PREVIEW

TheX-ray spectrum generatedwithin your specimen consists of element-specific characteristic
peaks with well-defined energies superimposed on a non-characteristic background. While
the XEDS system is a remarkable piece of technology, we’ve already described its limited
resolution and we will see in this chapter that it is also prone to creating small artifact peaks
in the spectrum. Furthermore, the unavoidable presence of scattered electrons and X-rays
within the AEM conspire to degrade the quality of the generated spectrum and increase
the number of false peaks in the displayed spectrum. The AEM illumination system and
specimen stage are rich sources of powerful radiation, not all of it by any means coming
from the area of interest in your specimen. So you have to take precautions to ensure that
the X-ray spectrum you collect comes predominantly from the area of the specimen that you
want to analyze and we describe several tests you should perform to ensure that the XEDS-
TEM interface is optimized. Once you understand the desirable and undesirable contents of
a spectrum, we’ll show you the various ways to gather your spectra, display them, and also
form X-ray images from them. In particular, digital spectrum imaging is the most powerful
technique for optimizing the information that you can gather from the low number of
counts generated in thin foils.

33.1 THE IDEAL SPECTRUM

Back in Chapter 4 we learned that electrons generate
two kinds of X-rays. When electrons ionize an atom
which returns to ground state, the emitted characteristic
X-ray energy is unique to the ionized atom (Figure 4.2).
When electrons are slowed by electrostatic interaction
with the nucleus they produce a continuum of brems-
strahlung X-rays and together the characteristic peaks
and the bremsstrahlung background comprise the X-ray
spectra we detect and display via the XEDS (as shown
schematically back in Figure 4.6 and experimentally in
Figure 32.2 and many others).

33.1.A The Characteristic Peaks

Some more detailed revision: a beam electron ionizes an
atom in your specimen by ejecting an inner or core-shell
electron, leaving a hole in the shell. The probability of
this event occurring is governed by the ionization cross
section. Then a cascade of electron transitions occurs,
with each transition filling the hole with an electron
from a more weakly bound shell (leaving a hole in that

shell, and so on) and ultimately the last electron falls
into a core-shell from the conduction band. Depending
on the fluorescence yield, each transition results in either
a characteristic X-ray or an Auger electron. The char-
acteristic X-rays have a well-defined energy and a nat-
ural ‘line width’ (the FWHM of the Gaussian
distribution of X-ray energies) of typically 1–5 eV.
But, as you already know from the previous chapter,
the XEDS degrades this width to a Gaussian-shaped
peak with a FWHM of about 135 � 10 eV. We’ll use
the term ‘line’ to denote the actual X-ray energy at the
peak of the Gaussian and we’ll talk about K, L, and M
families of lines (and indeed the XEDS computer dis-
play includes lines superimposed on the spectra at theK,
L, M, etc., peak energies). The actual number of counts
(intensities) of the characteristic peaks from a given
element, and the relative differences between spectra
from different elements, are really quite complex and
we’ll go into this more in the next chapter when we
discuss details of spectra and qualitative analysis. For
the time being, all you need to know is that, generally
speaking, lower-energy X-ray peaks are more intense
than higher-energy ones and the heavier the element,
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the more complex the characteristic spectrum. Also X-
rays with energies < �1 keV are absorbed both within
your specimen and within the detector and ultimately,
the combination of absorption and low fluorescence
yield means it is not possible to detect X-rays with
energies < �110 eV (the Be K line).

33.1.B The Continuum Bremsstrahlung
Background

The background in the X-ray spectrum is bremsstrah-
lung (braking) radiation arising as beam electrons are
slowed down or stopped by electrostatic interactions
with nuclei in the specimen. The intensity of the brems-
strahlung is zero at the beam energy (since we can’t
create more energy than the beam has) and rises until it
is effectively infinite at zero energy. This distribution is
well understood and described mathematically by var-
iations on Kramers’ law as we also noted back in
Figure 4.6. Modifications to Kramers’ law account
well for the absorption of the X-rays and accurately
describe the experimentally detected bremsstrahlung
distribution, even from thin specimens. So the net
result is that X-ray spectra consist, as we have seen,
for example, in Figures 1.4A and 32.2, of characteristic,
Gaussian-shaped peaks superimposed on a background
of bremsstrahlung X-rays, most clearly visible in Figure
32.2F. Many more spectra will appear throughout this
and subsequent chapters and, as already noted, we can
create elemental images from specific characteristic
peaks.

Unfortunately, what makes X-ray spectrometry
challenging is that the spectrum generated within
your thin specimen, the spectrum detected by your
Si(Li) detector, and the spectrum displayed on your
computer screen are all quite different. So understand-
ing what controls the X-ray counts that you measure in
the characteristic peaks in your spectra is absolutely
essential. Otherwise it will be difficult to first identify
(Chapter 34) and then quantify (Chapter 35) the peak
intensities in terms of the presence and the amount,
respectively, of the elements in the analysis volume of
your specimen.

We’ll first describe how the XEDS system generates
artifact (escape, sum, and internal fluorescence) peaks
and then we’ll show how the AEM itself also contrib-
utes unwanted X-rays, all of which can confuse the
unwary operator into thinking certain elements are in
their specimen when, in fact, they are not. Misinterpre-
tation of the presence or absence of certain elemental
signals could cause real problems if, for example, you
aremaking decisions on the suitability or otherwise of a
specific material for a given application, or even more
seriously, making a forensic or medical decision based
on the chemistry of your specimen: more about this in
Chapter 34.

33.2 ARTIFACTS COMMON TO Si(Li) XEDS
SYSTEMS

The XEDS system introduces its own artifacts into the
spectrum. Fortunately, we understand all these artifacts,
but they still occasionally mislead the unwary operator;
see the review by Newbury. We can separate the arti-
facts into two groups

& Signal-detection artifacts: examples are escape peaks
and internal fluorescence peaks.

& Signal-processing artifacts: e.g., the sum peaks.

Escape peak: Because the detector is not a perfect sink
for all the X-ray energy, it is possible that a small fraction
of the energy is lost and not transformed into electron-
hole pairs. The easiest way for this to happen is if the
incoming photon of energy E fluoresces a Si Ka X-ray
(energy 1.74 keV) which escapes from the intrinsic region
of the detector. The detector then registers an apparent
X-ray energy of (E – 1.74) keV, as shown in Figure 33.1.

The magnitude of the escape peak depends on the
design of the detector and the energy of the fluorescing
X-ray. Themost efficient X-ray to fluoresce Si KaX-rays
is the P Ka, but in a well-designed detector even the P
escape peak will only amount to <2% of the P Ka

intensity. This fact explains why you can only see escape
peaks if there are major characteristic peaks in the spec-
trum. More escape peaks occur in IG spectra because we
can fluoresce both GeKa (9.89 keV) and La (1.19 keV)

ESCAPE PEAK
Si escape peaks appear in the spectrum 1.74 keV
below the true characteristic peak position.

FIGURE 33.1. The escape peak in a spectrum from pure Cu, 1.74 keV

below the Cu Ka peak. The intense Ka peak is truncated in the display

because it is 50–100� more intense than the escape peak.
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characteristic X-rays in the detector. Each of these will
cause corresponding escape peaks. SDDs are thinner than
typical Si(Li) crystals so there may be a slightly enhanced
possibility for an escape peak. The analysis software
should be able to recognize any escape peak, remove it,
and add the intensity back into the characteristic peak
where it belongs. Because the escape-peak intensity is so
small it is rarely a problem unless you misinterpret it as
coming from an element which is not present.

The internal fluorescence peak: This is a characteris-
tic peak from the Si (or Ge) in the detector dead layer.
Incoming photons can fluoresce atoms in the dead layer
and the resulting Si Ka or Ge K/L X-rays enter the
intrinsic region of the detector which cannot distinguish
their source and, therefore, register a small peak in the
spectrum. As semiconductor detector design has
improved and dead layers have decreased in thickness,
the internal fluorescence peak artifact has shrunk but it
has not yet disappeared entirely. So beware.

Obviously if you are looking for small amounts of Si
in your specimen you’ll always find it in a Si(Li) spectrum
after long enough counting time!Depending on the dead-
layer thickness, the Si K peak intensity corresponds to
�0.1–1% of the specimen composition (see Figure 33.2)
so it is hardly a major problem if you are aware of it.
Similar effects are observed in IG detectors also, but the
very thin dead layer in SDDs should be an advantage.

Sum peak: As we described earlier, the processing
electronics are designed to switch off the detector while

each pulse is analyzed and assigned to the correct energy
channel. The sum peak arises when the count rate
exceeds the electronics’ ability to discriminate all the
individual pulses and so-called ‘pulse pile-up’ occurs.
This is likely to occur when

& The input count rate is high.
& The dead times are >� 60%.
& There aremajor characteristic peaks in the spectrum.

The electronics simply cannot be perfect. Occasion-
ally, two photons will enter the detector at exactly the
same time. The analyzer then registers an energy corre-
sponding to the sum of the two photons. Since this
coincidence event is most likely for the X-ray giving
the major peak, a sum peak first appears at twice the
energy of the major peak, as shown in Figure 33.3.

If you are using an SDD because you have a Cs-
corrected AEM and are seeking to maximize count
rates, you can generate multiple sum peaks, causing
serious interpretation problems in your analyses.
There is evidence (see Newbury’s paper) that digital
processing is, in fact, worse than analog processing in
terms of generating sum peaks in SDD systems, and
hybrid analog/digital systems are being considered in
the SEM field where this is a bigger problem.

Since you can’t usually generate very high count rates,
unless your specimen is really thick, there is little need to
worry about sum peaks in AEM spectra but, as always,

LONG COUNTING TIMES
A small Si Ka peak will occur in ALL spectra from
Si(Li) detectors after long counting times.

FIGURE 33.2. The Si internal fluorescence peak in a spectrum from pure

carbon obtained with a Be-window Si(Li) detector. The ideal spectrum is

fitted as a continuous line that only shows the Si absorption edge.

FIGURE 33.3. TheMg K sum (coincidence) peak occurs at twice theMg

Ka peak in this spectrum from a bulk specimen of (oxidized) pureMg. The

sum peak decreases change rapidly with decreasing dead times; upper

trace 70%, middle trace 47%, lower trace 14% dead time. The sum-peak

artifact is close to the background intensity at 14% dead time.

THE SUM PEAK
The sum peak should be invisible if you maintain a
reasonable input count rate, typically <10,000 cps,
which should give a dead time of <60%.
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you should at least be aware of the danger. (For example,
the ArKa energy is almost exactly twice the AlKa energy
and the sum peak has led some researchers to report Ar
being present in Al specimens when it wasn’t, and has
caused others to ignore Ar, which actually was present in
ion-milled specimens!) One exception to this lack of con-
cern is if you have intense low-energy peaks where the
residual noise in the electronic circuitry interfereswith the
pile-up rejection. So if you’re analyzing elements lighter
than Mg, take care to use low input count rates. Reduc-
ing the dead time to 10–20% should remove even the
Mg Ka sum peak, as shown in Figure 33.3.

Much of what we have just discussed and most of
what we’ll cover in Chapters 34 and 35, can be observed
experimentally on theAEM.But it is often just as instruc-
tive, and certainly easier, to simulate the spectra. To this
end, we strongly advise you to download the public-
domain simulation software ‘Desktop Spectrum Analy-
zer’ (DTSA) fromNIST (Fiori and Swyt andURL#1); it
is listed in the recommended software in Section 1.6 and
its use is described in depth in the companion text. In fact,
almost all the spectra in this and the subsequent chapter
were generated by DTSA (in part, to ensure a uniform
appearance). This software permits realistic simulation of
XEDS data in TEMs (and SEMs) and introduces you to
all the aspects of spectral processing, artifacts, modeling,
etc., that are discussed in this and the next three chapters.

33.3 THE REAL SPECTRUM

In the perfect AEM, all spectra would be characteristic
only of the chosen analysis region of your specimen with
which the beam interacts. The analysis of bulk speci-
mens in the SEM/EPMA approaches this ideal but, in
the AEM, two factors combine to introduce false infor-
mation which we call system and spurious X-rays. These
X-rays introduce small errors into both qualitative and
quantitative analysis, unless you are aware of the dan-
gers and take appropriate precautions to identify and
minimize the problems. The two factors that make the
AEM different to the EPMA and that are responsible
for these problems are

& The high-voltage electrons which generate intense
doses of stray X-rays and scattered electrons in the
illumination system.

& The thin specimen which scatters high-energy elec-
trons and X-rays around the limited confines of the
AEM stage.

Modern AEMs are designed to minimize some of
these problems, but they have not disappeared entirely.
It is important for you to understand that these prob-
lems are not major distortions of the X-ray spectrum,
and only introduce small peaks or changes in intensity
equivalent to composition changes at the 1% level or

less. Nevertheless, identification and quantification of
such small elemental amounts are often the raison d’être
for an analysis (e.g., impurity segregation), so you have
to be wary of these artifacts which we’ll now discuss in
some detail. Remember, these artifacts are in addition to
the XEDS artifacts, described in the previous section.

33.3.A Pre-specimen Effects

The TEM illumination system produces high-energy
bremsstrahlung X-rays and electrons scattered outside
the main beam, both of which may strike the specimen,
producing spurious X-rays.

In inhomogeneous specimens (which are usually just
the kind that we want to analyze) the presence of sig-
nificant amounts of spurious X-rays means that the
quantification process could give the wrong answer.
There are reviews (e.g., Williams and Goldstein or
Allard and Blake), which describe in detail how to iden-
tify and minimize these artifacts from the illumination
system, so we will just describe the precautions neces-
sary to insure that the AEM is operating acceptably.
Since these artifacts are primarily a result of the high-
energy electrons interacting with column components,
such as diaphragms and polepieces, you must take extra
care when using intermediate-voltage instruments.

The standard way to detect stray radiation from the
illumination system is to position the focused electron
beam to pass through a hole in your specimen and see if
you can detect an X-ray spectrum characteristic of the
specimen.

If the major peak in the hole-count spectrum con-
tains more than a few percent of the characteristic inten-
sity in the same major peak obtained from a thin area of
your specimen, under similar conditions, then the illu-
mination system needs attention.

You can easily determine whether stray electrons or
X-rays are the problem, as illustrated in Figure 33.4,
which shows spectra obtained on a silver disk specimen
(A) and down the hole (B). Ag has a high-energy Ka line
at �23 keV and a low-energy La line at � 3 keV. With
the beam through the hole in the disk, stray X-rays will
fluoresce the high-energy peak more efficiently and
stray electrons will preferentially excite the low-energy
peak. So changes in the K/L ratio from a heavy metal
test specimen such as Ag are determinative experiments.
The NiO specimen that we described in Chapter 32 is
available on Mo support grids and the Mo K/L ratio is
equally diagnostic.

SPURIOUS X-RAYS
We define spurious X-rays as those that come from
the specimen but are not generated by the electron
probe in the chosen analysis region.
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Let’s consider first the problem of high-energy
bremsstrahlung X-rays generated in and penetrating
through a standard Pt C2 diaphragm (go back and
look at Figure 6.10 to remind yourself why diaphragms
stop beam electrons). These X-rays flood your specimen
and fluoresce characteristic X-rays from a large area
around the analysis region. These stray X-rays would
give a high Ag (or Mo) K/L ratio in the spectrum from
your test specimen (see Figure 33.4B).

These diaphragms should be a standard fixture in
your AEM (check with your lab manager) but they are
expensive and they cannot be flame-cleaned in the usual
way. When the thick diaphragms do contaminate, you
have to discard them, otherwise the contamination itself
will become a source of X-rays and will also deviate
electrons out of the main beam by charging.

Alternatively, some AEMs incorporate a small dia-
phragm just above the upper objective lens to shadow
the thicker outer regions of the specimen from stray
X-rays.

Another way you can minimize the effects of this
undesirable bremsstrahlung is to use an evaporated
film or window-polished flake on a Be grid rather than
a self-supporting disk, but you don’t always have this
choice. If your specimen is thinner than the path length
for fluorescence (a few tens of nm in many cases), spu-
rious X-rays will not be generated. Of course, it may not
be possible to prepare such thin specimens, or it may
take a great deal of effort, while self-supporting disks
are relatively easy and quick to produce; so this isn’t a
popular suggestion with graduate students. However,
with increasing interest in the properties of nano-scale

FIGURE 33.4. The ‘hole count.’ (A) A Ag self-supporting disk produces

an electron-characteristic (high L/K ratio) spectrum when struck by the

primary beam. (B) Without a thick C2 diaphragm, a reasonably intense

Ag spectrum is also detected when the beam is placed down a hole in the

specimen. This spectrum has a highK/L ratio which indicates high-energy

FIGURE 33.4 (Continued) bremsstrahlung fluorescence. Note that the

(spurious) Ag Ka hole-count intensity (B) is � 50% of the (real) Ag Ka

intensity (A) recorded from the specimen! (C) Use of a thick Pt C2

diaphragm reduces the intensity of the Ag Ka hole count substantially.

The Ka intensity in (C) is about 30 times less than in (B). (Note the scale

change.)

Pt TOP HAT
The solution to this problem is to use very thick
(several mm) platinum diaphragms which have a
top-hat shape, and a slightly tapered bore tomaintain
good electron collimation (see Figure 33.4C).

THE HOLE COUNT
We cannot reduce spurious radiation sources to zero,
so a spectrum, sometimes termed a ‘hole count,’ is
invariably obtained in all AEMs if you count for long
enough.

33 .3 THE REAL SPECTRUM....................................................................................................................................................................... 609



thin films you may be fortunate enough to be studying
such ideal specimens.

For a quantitative, reproducible measure of the hole
count, you should use a uniform thin specimen, such as
the NiO film we have described. This film should be
supported on a bulk material that has a low-energy
(<�3 keV) L line and a high-energy (>�15 keV) K
line. A thick Mo or Au washer or support grid is ideal.
Any high-energy bremsstrahlung X-rays penetrating
through the C2 diaphragm will strongly fluoresce the
Mo K or Au L line while stray electrons will excite the
Mo L or Au M lines preferentially.

With thick diaphragms and thin foils, the remaining
stray X-rays will not influence the accuracy of quantifi-
cation or introduce detectable peaks from elements not
in the analysis region. For more details on this test, see
Lyman and Ackland. If you don’t want to go to the
trouble of this test, then the least you should do is
measure the in-hole spectrum on your specimen and
subtract it from your experimental spectrum if the hole
spectrum contains peaks with >1% of the counts in the
characteristic peaks that come from your specimen.

Now that we’veminimized strayX-rays, let’s consider
the possibility that all the electrons are not confined to
the beam. Stray electrons will generate a hole spectrum
with a low K/L ratio (the opposite of Figure 33.4B). If
your microscope has a non-beam defining spray dia-
phragm below the C2 diaphragm it will eliminate such
stray electrons without generating unwanted X-rays.
Then the main source of poorly collimated electrons is
usually the ‘tail’ of electrons around the non-Gaussian-
shaped probe that arises from spherical aberration in
the C2 lens, as shown in Figure 33.5 (Cliff andKenway).
The best way tominimize this effect is to image the beam
on the TEM screen under the conditions that you will
use for analysis, and select the best C2 aperture size to
define the probe, as we discussed way back in Section
5.5. It is a simple test to move your probe closer and
closer to the edge of your specimen and see when you
start generating X-rays. Do this with different size, top-
hat C2 diaphragms. If you are fortunate enough to have
aCs corrector in your probe-forming lens then the probe
will have much smaller tails, but this is a very expensive
solution, not available to all.

(A)

(B)

FIGURE 33.5. (A) The shadow of the C2 diaphragm defines the extent of

the halo of electrons which excites X-rays well away from the chosen

analysis region. (B) Ray diagram showing how the STEM probe formed

with a large C2 aperture generates a broad halo around the intense

Gaussian-shaped probe. Such beam tailing is the major source of uncolli-

mated electrons and arises due to spherical aberration in the probe-

forming lens. Choosing a smaller aperture will limit the tailing but cut

down the probe current.

RULE OF THUMB
The ratio ofMoKa orAuLa intensity detected (when
the beam is down the hole) to the Ni Ka intensity
obtained with the beam on the specimen should be
less than 1%.
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In summary

& Stray X-rays will give a high Ag (or Mo) K/L ratio.
& Stray electrons will give a low Ag (orMo) K/L ratio.
& Always operate with clean, thick, top-hat C2
diaphragms.

& Use very thin flake specimens or uniform thin films,
if possible.

& Always image the electron beam on the TEM screen
prior to analysis, to insure that it is well collimated
by the C2 aperture.

& Use a Cs-corrected AEM if you can find one.

Now the only significant X-ray source will be the
region where you position the probe.

33.3.B Post-specimen Scatter

The electrons interact with the specimen and are
scattered elastically or inelastically. It is fortunate
for us that the intensity of such scatter from a thin
specimen is greatest in the forward direction. So
most of the scattered electrons are gathered by the
field of the lower objective polepiece and proceed
into the imaging system of the AEM away from
the XEDS detector. Unfortunately, some electrons
are scattered through high enough angles that they
strike other parts of your specimen, the support grid,
the holder, or the objective lens polepiece or other
material in the AEM stage.

It is instructive to insert the objective diaphragm
during an analysis (just once!) to see the enormous
increase in spurious and system X-rays that result.
(Actually, you’ll do this experiment by mistake any-
way.) Usually the X-ray flux is so great that the pulse-
processing electronics are saturated, the dead time
reaches 100%, and the automatic shutter will activate.
However, even when you remove the diaphragm, elec-
trons scattered by the specimen may still create X-rays
characteristic of the materials in the holder (brass), the
polepiece (Fe and Cu), and the collimator (e.g., Al, W)
and any of these X-rays could be picked up by the
XEDS detector.

Furthermore, despite the strong field of the upper objec-
tive polepieces in probe-forming STEMs (another good
reason to always operate in STEM mode) some back-
scattered electrons may travel directly into the XEDS
detector, generating electron-hole pairs. Other scattered
electrons may hit your specimen at some point well
away from the area of interest where they will still
produce specimen-characteristic (and therefore) spu-
rious, X-rays. All these possibilities are undesirable but
unavoidable because, without the beam-specimen inter-
actions that produce this scattering, we would get no
information at all from the specimen. Figure 33.6 sum-
marizes all the possible sources of spurious and system
X-rays from post-specimen scatter.

In addition to electron scatter, there will be a flux of
bremsstrahlung X-rays produced in the specimen. The
intensity of these X-rays is also greatest in the forward
direction (see gray shaded area in Figure 33.6). Since they
possess a full spectrumof energy, the bremsstrahlungwill
fluoresce some characteristic X-rays from any material
that they strike. The easiest way to discern the magnitude
of this problem is to use a uniformly thin foil (such as our
standard NiO film) on a Cu grid. When you position the
probe on the film in the middle of a grid square, many
micrometers from any grid bar, the collected spectrum
will invariably show a Cu peak arising from the grid, as a

SYSTEM X-RAYS
X-rays that come from parts of the AEM other than
the specimen.

Cu IS EVERYWHERE
Remember the post-specimen scatter will still gener-
ate specimen-characteristic X-rays remote from the
area of interest, even if a Cu peak is not present.

FIGURE 33.6. Sources of system and spurious X-rays generated when

the incident beam (green) is scattered by the specimen. BSEs and forward-

scattered electrons (blue) excite system X-rays in the stage and spurious

X-rays (red dotted lines) elsewhere in the specimen. Bremsstrahlung

(gray-shaded region) fluoresces the specimen away from the analysis

region (also red dotted lines). The gray dotted line represents the desired

X-rays from the analysis region.
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result of interactions with electrons or X-rays scattered
by the film.An example of this effect in aCr film is shown
in Figure 33.7. The presence of the Cu peak can be
removed by using a Be grid, since Be Ka X-rays are
much more difficult to detect. However, using Be grids
merely removes the observable effect in the spectrum, not
the cause.

To minimize the effects of the scattered radiation,
you should keep your specimen close to zero tilt (i.e.,
normal to the beam). If you tilt < �108 then the back-
ground intensity is not measurably increased. Under
these conditions, your specimen will undergo minimum
interaction with both the forward-directed X-rays and
any backscattered electrons. Both of these phenomena
have only a small horizontal component of intensity.
The effects of your specimen interacting with self-
generated X-rays will be further reduced by using speci-
mens, such as evaporated films or window-polished
flakes rather than self-supporting disks, just as we
suggested in the previous section. In self-supporting
disks, the bulk regions will interact more strongly with
the bremsstrahlung. It is not known what fraction of the
post-specimen scatter consists of electrons and what
fraction is X-rays, because this will vary with both speci-
men and microscope conditions. However, there is no
evidence to suggest that this X-ray fluorescence limits
the accuracy of quantitative analyses (which is at best
�3–5%, as we’ll see in Chapter 35).

In addition to keeping your specimen close to zero tilt,
you can further reduce the effects of post-specimen scat-
ter by surrounding the specimen with low-Z material.
Use of thesematerials will also remove from the spectrum
any characteristic peaks due to the microscope constitu-
ents. Be is the best material for this purpose and, as we

said right at the beginning of this part of the book, Be
specimen holders and Be support grids are essential for
X-ray analysis. Ideally, all solid surfaces in the micro-
scope stage region that could be struck by scattered
radiation should also be shielded with Be.Unfortunately,
such modifications are rarely available commercially.

The narrow polepiece gap, required to produce high
probe currents, and the cold finger, used to reduce
hydrocarbon contamination, both tend to increase the
problems associated with post-specimen scatter. In the
ideal AEM, the vacuumwould be such that a cold finger
would not be necessary and the polepiece gap would be
chosen to optimize both the detected peak to back-
ground ratio and the probe current. When an AEM
stage was substantially modified with low-Z material
(e.g., by Lyman et al.) a large reduction in bremsstrah-
lung intensity was reported and X-ray peak to back-
ground ratios were produced that are still unmatched
by most commercial AEMs. We’ll discuss this more in
Section 33.5.

You must note, however, that whatever precautions
you take, the scattered electrons and X-rays, which are
invariably present, result in a specific limitation to X-
ray analysis. (See the below box on this.)

Obviously then, you must determine the contribu-
tions to the X-ray spectrum from your microscope, and
this is best achieved by inserting a low-Z specimen in the
beam that generates mainly a bremsstrahlung spectrum,
such as an amorphous-carbon film, supported on a Be
grid or a pure B foil. If a spectrum is accumulated for a
substantial period of time (say 10–20 minutes, or even
over lunch), then in addition to the C or B peak (if your
XEDS can detect them) the various instrumental

FIGURE 33.7. Cu peaks in a spectrum from a thin Cr film on a Cu grid.

Although the beam was many micrometers from the grid, Cu X-rays are

excited by electron scatter from within the specimen, and their intensity

generally increases with specimen tilt. The Cr escape peak and the Si

internal-fluorescence peaks are also visible.

SMALL AND LARGE
If you are seeking small amounts (<2%) of element A
in a specific region of your specimen, and that same
element A is present in large amounts, either else-
where in your specimen or in the microscope stage,
then you cannot unequivocally identify the presence
of that element A in the specific region of your speci-
men! If you count for long enough, a small peak from
A will invariably be present in all spectra, just as
surely as the Si internal-fluorescence peak from
your detector will be present.

Be
Be oxide is highly toxic if inhaled, so if you have to
handle Be grids or other Be components, use gloves
and tweezers and don’t breathe!
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contributions to the spectrum should become visible.
Such an ‘instrument spectrum’ (see Figure 33.8) should
only exhibit the internal-fluorescence peak and possibly
the Au absorption edge from the detector. Any other
peaks will be from the TEM itself, assuming the speci-
men is pure. These peaks will tell you which elements it
is not possible to seek in small quantities in your speci-
men because of their presence in your AEM.

We can summarize themethods used tominimize the
effects of post-specimen scattering quite simply

& Always remove the objective diaphragm.
& Operate as close to zero tilt as possible.
& Use a Be specimen holder and Be grids.
& Use thin foils, flakes, or films rather than self-
supporting disks.

Remember, that even with these precautions, you
will still have to look out for artifacts in the spectrum,
particularly those from the XEDS system.

33.3.C Coherent Bremsstrahlung

As we noted earlier, the bremsstrahlung spectrum is
sometimes referred to as the continuum because the
intensity is assumed to be a smooth, slowly varying
function of energy. This assumption is perfectly reason-
able when the bremsstrahlung is generated in bulk poly-
crystalline materials by electrons with energies
<�30 keV, such as in a SEM. However, in thin single-
crystal specimens illuminated by high-energy electrons,
it is possible to generate a bremsstrahlung X-ray spec-
trum that contains small, Gaussian-shaped peaks
known as ‘coherent bremsstrahlung’ (CB). The phe-
nomenon of CB is well known from high-energy physics

experiments, but no one thought it would occur at AEM
voltages until it was clearly demonstrated by Reese et al.
Figure 33.9A shows a portion of an X-ray spectrum

(A)

(B)

CB X-rays

L

Incident
beam

FIGURE 33.9. (A) CB peaks in a spectrum from pure Cu and (B) the

schematic generation of CB when the beam passes close to a row of atoms

in the specimen.

FIGURE 33.8. An XEDS spectrum from high purity boron, showing

system peaks. The Si Ka peak and the AuMabsorption edges are detector

artifacts but the small peaks at 4.6 and 7.5 keV are system peaks from

elements in the microscope stage.
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from a thin foil of pure copper taken at 120 keV. The
primary peaks, as expected, are the Cu Ka/b and the
L family of lines. In addition, the escape peak is
identified. The other small peaks are the CB peaks.
They arise, as shown in Figure 33.9B, by the nature
of the coulomb interaction of the beam electrons with
the regularly spaced nuclei in the crystal specimen.
As the beam electron proceeds through the lattice,
close to a row of atoms, each bremsstrahlung-produc-
ing event is similar in nature and so the resultant
radiation tends to have the same energy. The regular
interactions result in X-ray photons of energy ECB

given by

ECB ¼
12:4b

Lð1� b cosð90þ aÞÞ (33:2)

where b is the electron velocity (n) divided by the
velocity of light (c), L is the real lattice spacing in
the beam direction, equal to 1/H in a zone-axis
orientation (go back and check Section 21.3.B),
and a is the detector take-off angle. More than one
CB peak arises because different Laue zones give
different values of L. The CB peak intensity seems
greatest when the beam is close to a low-index zone
axis, and these conditions should be avoided if pos-
sible. Operating with a convergent beam reduces the
intensity of the CB peaks and this will be helped
with a Cs-corrected AEM since larger convergence
angles can be used to give more probe current with-
out degrading the probe size.

Unfortunately, you can’t remove the CB effects
entirely, even by operating far from a major zone axis,
since some residual peaks are invariably detectable if
you count for long enough.

As predicted by equation 33.2, the CB peaks will
move depending on both the accelerating voltage
(which will alter v and hence b) and the specimen orien-
tation, which will change the value of L. Of course,
characteristic peaks show no such behavior and are
dependent only on the elements present in your speci-
men.While CB peaks are a problem, you should only be
concerned if you are seeking to detect a small amount of
specific element in your specimen. More about this
problem in the next chapter.

33.4 MEASURING THE QUALITY OF THE
XEDS-AEM INTERFACE

In the end, what we need is some measure of how well
our XEDS system is working and to be able to compare
it with values from other systems. There are two ways to
do this, both of which use a thin film, such as our
standard NiO (although in these examples, we’ll use
Cr since that was how the original experiments were
done. The principles are the same).

33.4.A Peak-to-Background Ratio

The first test of how well your XEDS is interfaced to
your TEM is to measure the peak to background (P/B)
ratio in the film.

For the Ni Ka peak, you should integrate the peak
intensity from 7.1 to 7.8 keV and divide this by the
average background intensity in a 10 eV window (i.e.,
one or two channels depending on the display resolu-
tion) under the peak. In the Cr thin-film example shown
in Figure 33.10A, the Cr Ka peak is summed from 5.0 to
5.7 keV. In a well-constructed AEM, the P/B ratio will
increase with keV. The P/B values shown in Figure
33.10B (measured again on a Cr film rather than a
NiO film (Zemyan and Williams)) should be achievable
in any modern AEM. This value is an important test of
the XEDS-AEM interface and the design of the stage.
Higher is better!

33.4.B Efficiency of the XEDS System

The relative detector efficiency is a measure of howmany
X-ray counts per second (cps) are collected, detected
and processed by the XEDS system. This is very impor-
tant because of the overwhelming need to gather the
most X-ray counts possible, given all that we’ve
described about the inherent inefficiencies of X-ray gen-
eration and detection in XEDS of thin films.

In a fixed live time the detector efficiency will be
affected by the specimen thickness, the probe current,
and the solid angle of collection of the detector. So you
should use the standard NiO specimen again, to fix the
thickness variable and measure the probe current with a
Faraday cup, as we’ve mentioned several times before
(this gives cps/nA). Last, you need to factor in the
collection angle given by the XEDS manufacturer
(which is in fact calculated, not measured) to give the

CB PEAKS
You may mistakenly identify these CB peaks as
characteristic peaks from a small amount of some
element in the specimen, but fortunately, you can
easily distinguish CB peaks from characteristic
peaks.

FIORI P/B
There are several definitions of P/B ratio, but the
best one, termed the Fiori definition, is shown in
Figure 33.10A.
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best figure of merit in terms of cps/nA/sr as described by
Zemyan and Williams. Typical values are shown (again
for Cr) in Figure 33.10C and, as you can see, the effi-
ciency decreases with increasing kV because of the
decrease in ionization cross section. But at any given
kV, a higher number indicates higher efficiency.

It is possible to determine both the P/B ratio and
the efficiency from direct spectral measurement and
software to do this is described in the companion
text.

33.5 ACQUIRING X-RAY SPECTRA

There are many commercial systems for acquiring spec-
tra and images and many of these differ in terms of the
file formats used within the computer system. Conse-
quently, you might find it difficult to exchange spectra
between different XEDS systems (e.g., for comparison
of data gathered on two different AEMs). There has
been a concerted attempt by the various manufacturers
and professional societies to rectify this by creating the
so-called ‘EMSA/MAS standard file format’ (Egerton
et al.). You should check to ensure that your XEDS
system supports this format.

So from what we’ve told you so far, you now know
what information is likely to be in your spectra; which
peaks might be real, which are most likely artifacts, and
which ones you can and can’t interpret as coming from
the analysis region. Now we can concentrate on how
best to actually gather the spectra before proceeding
with analyses.

33.5.A Spot Mode

The standard way of gathering spectra, from the earliest
days of AEM (and preceded by SEM/EPMA) was sim-
ply to use the beam deflectors to position the spot on a
feature in your image and switch on the XEDS. We call
this ‘spot mode.’ You could do this in a TEM by con-
densing the beam down with the C2 lens and adjusting
C1 iteratively until the beam is small enough to interact
only with the feature you wanted to analyze, such as a
precipitate. In STEM spot mode you simply stop the
beam from scanning and move the probe onto the fea-
ture, hoping to get it in the right position before the
image fades from the STEM screen. In either case you
also have to hope that both the probe position and the
feature in your image stay stationary for long enough to
gather a spectrum with sufficient counts to give you the
composition information you need. On vintage AEMs,
this method ensures that any carbon contamination
buildup precisely buries the feature of interest! How-
ever, that same contamination spot would also show
you if the beam or specimen had drifted during the
analysis.

(A)

(B)

(C)

300200100
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1.2x104

1.0x104

0.8x104

cps/nA/sr
Cr Kα

Accelerating voltage (kV)

FIGURE 33.10. (A) Definition of the Fiori P/B ratio in a Cr thin film.

(B) Change in the Fiori P/B as a function of kV for a high-performance

300-kV FEG AEM. (C) Decrease in the cps/nA/sr from a thin Cr film

demonstrating decreasing detector collection and processing efficiency

with increasing kV.
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So spot mode is time consuming, the statistical con-
fidence is appalling, and the pre-selection of which fea-
ture(s) to analyze introduces serious operator bias (and
if you’re not careful, all that you might analyze is an
artifact of the specimen preparation rather than a
key microstructural feature). Despite all this, it is still
common to see publications in which this method is
precisely how the analysis was performed and, in terms

of giving a gross indication of local variations in
chemistry, say for a complex extraction replica contain-
ing multiple phases, it certainly has some benefit, as
shown in Figure 33.11. So, be careful when you build
on someone else’s results.

33.5.B Spectrum-Line Profiles

A variation of the spot mode of analysis is to take a series
of spot analyses across a linear feature of interest in your
specimen, such as a grain boundary or interphase inter-
face, as shown in Figure 33.12A, and build up a set of
spectra which, when analyzed, will reveal the composi-
tion profile across the interface. The information can be
displayed as a set of superimposed spectra, termed a
spectrum-line profile, as shown in Figure 33.12B, and
the changes in the characteristic-peak intensities reflect
significant composition changes. Since any kind of inter-
face is a major planar defect in an engineering material,
this approach at least removes some of the operator bias
of the single-spot mode. However, line profiles still only
reveal the composition across a single point on the
boundary and many such profiles are required if you
are to determine composition variations along the defect.
So this approach is also tedious.

The solution to the limitations of both spot and line
profiles approaches is to gather parts of spectra or pre-
ferably full spectra at every pixel in the STEM image,
producing compositional images or maps.

This method is by far the best way to gather X-ray
information with some semblance of statistical signifi-
cance and without operator bias, so we’ll now spend the
rest of the chapter describing this method.

33.6 ACQUIRING X-RAY IMAGES

Mapping, or compositional imaging, used to be rarely
used for analysis in the AEM because of the low X-ray
count rate due to the small probe currents and collection
angles. The overall inefficiency of the process meant
that to gather a map with sufficient X-ray counts to be
able to draw any conclusions about the variations in
chemistry in the thin foil, you would have to scan the
area for many hours. During this time, specimen drift,
contamination or damage would occur and the resultant
information would be compromised. However, with the
developments of intermediate-voltage FEG sources,
detectors with higher collection efficiency, drift-
correction software, cleaner stage vacuums, and, most
recently, Cs correctors, it is now possible, on the best
AEMs, to gather quantitative X-ray maps in a matter of
minutes. So it’s worth looking at the various imaging
options which have been developed, along with these
improvements in AEM design and computer technol-
ogy. In all of these approaches it will take significant
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FIGURE 33.11. (A) STEM image of different carbide particles on an

extraction replica from stainless steel specimen. (B) Multiple spectra

taken from an array of points in the micrograph illustrating the variable

chemistry of the different carbides.
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time to acquire a map and the biggest danger is that the
specimen will drift during that time or the beam current
will change (particularly, if you have a cold-FEG
source). So learn about the drift-correction software
that should be available in any standard commercial
XEDS software package. Unless you can measure the
probe current on the fly in a cold-FEGAEM, a Schottky
FEG is recommended for mapping.

Analysis of bulk specimens in the SEM or EPMA is
not limited by X-ray counts so the X-ray imaging tech-
niques we’ll discuss were generally pioneered on the
SEM/EPMA. Likewise, as we’ll see in Chapter 37 and
beyond, EELS measurements have many millions or
even billions of counts and so EELS mapping of thin
films was used long before thin-foil X-ray analysts were
able to benefit. But in this book, we’ll rewrite history a
little and talk first about all these techniques in reference
to X-ray mapping.

33.6.A Analog Dot Mapping

Dot maps are the original method of acquiring qualita-
tive X-ray images and, somewhat surprisingly, were first
created more than half a century ago by Cosslett and
Duncumb and progress since then has been reviewed by
Friel and Lyman. The approach is simple: you select a
specific energy (or wavelength) channel (or a window
(range) of channels) in your X-ray spectrum, scan the
beam across the area of interest and when the X-ray
detector registers an X-ray of the selected energy
(range), record and display it. So as the beam scans,
the display intensity builds up and the changes in inten-
sity reflect the changes in the number of X-rays detected.
For example, if you select the Pd La peak channel or a
window covering the peak, then regions showing lots
of dots on the screen are high in Pd, as shown in
Figure 33.13 (we’ll go into more detail about how to
do this in Section 34.7). This qualitative, analog

(A) (B) (C)

FIGURE 33.13. (A) STEMBF image of a Pd catalyst particle on a support film. (B) Analog dotmap using the Pd La signal. Note the correlation between

thicker (darker) regions of the specimen and increased Pd signal. (C) Early digital map taken with Pd La signal but subtracting the background signal.

(A)

(B)

FIGURE 33.12. (A) STEM image of an a/g0 interphase interface in a Ni-

base superalloy with a line showing from where X-ray spectra were

obtained. (B) A spectrum-line profile taken along the line in (A) showing

clearly the change in Ni and Mo composition across the interface.
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approach is not directly quantifiable since the back-
ground can’t be removed, unless you simultaneously
gather a dot map from a bremsstrahlung window adja-
cent to the peak window and subtract the one from the
other (more about this in Chapter 35). Furthermore, in
thin foils, changes in thickness will also produce changes
in intensity in both the peak and background maps and
this is clear in Figure 33.13B. It is possible to refine this
approach by gathering multiple X-ray maps, assigning
colors to different X-rays, and overlaying the maps to
give an indication of relative composition changes.
Again, this process is not quantitative.

33.6.B Digital Mapping

As computers became more powerful, it was possible to
collect X-rays from multiple channels or windows and
thus acquire several maps simultaneously. If one or more
of the maps was the bremsstrahlung intensity then you
could produce quantitative maps, on the fly, as the data
accumulates. The first success in digitizing thin-foil X-ray
maps was carried out by Hunneyball et al. almost 30
years ago. It was only possible to build up 128�128
pixel images with 256 X-ray counts at each pixel using a
100-nm probe with 5 nA of probe current over 200s. But
the maps were fully quantitative, removed the effects of
foil-thickness variation, and revealed relatively small
composition variations around GBs in aged Al alloys,
as shown in Figure 33.14A. Because of the central role of
the computer in the acquisition, this approach has the
advantage of post-acquisition processing and compari-
son of different quantification routines.

Also after acquisition it was possible to use such
processing techniques as false coloring, computerized
image overlays, scatter diagrams, etc. (Bright and New-
bury). All these advantages combine to make digital
imaging a most attractive approach for displaying
XEDS data. This process really came of age in the
mid-1990s with the availability of faster computers,
improved data storage, intermediate-voltage FEG
sources, reasonable X-ray collection angles, and stable
AEMs permitting long collection times without drift.
An example from such an AEM is shown in Figure
33.14B which is 256�256 pixels and was acquired
using a 1-nm probe with 0.9 nA of current for 5400 s.
Comparing Figure 33.14A and B is instructive and

(A)

(B)

(C)

FIGURE 33.14. (A) The first quantitative digital map (128 � 128 pixels)

obtained in an old thermionic-source AEM generating a low count rate.

The image from a thin foil of Al-Zn shows depletion of Zn around a triple

point (compare the colors in the map with the quantitative look-up ‘table’

on the right side of the image). (B)More recent digital map from a 300-kV

FEG AEM showing enrichment of Al at GBs in an electro-migrated

specimen of Al-4% Cu. The bright regions are CuAl2 intermetallics. In

both (A) and (B) quantification was achieved by subtracting the brems-

strahlung intensity at each pixel. (C) Quantitative Cu line profile taken

across a GB indicated in (B), by arrow.
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shows the enormous progress in both the quality of
mapping and the spatial resolution. Once you have a
digital map such as this you can go into the map and
extract quantitative data from any region, e.g., the line
profile taken across the GB in Figure 33.14C. However,
you still have to select the window(s) or peak(s) in the
spectrum that you map, thus introducing your own bias
in terms of what you expect to be in the specimen.
Furthermore, once the map is recorded and stored, you
cannot return to re-check the data, or map another ele-
ment from the same area, since all the other information
in the spectrum was lost. Likewise, unless you store the
image from the mapped area, it too cannot be re-exam-
ined. So you have to get everything right, collect all theX-
ray images you need, as well as the background spectra to
permit subsequent quantification. Gathering multiple
maps was limited by the computer memory, but that is
no longer a problem since memory is cheap. Now, as we
discuss below, you don’t even have to bother about pre-
selecting which X-rays you want to map, you just gather
them all and later on decide which you want to image.
How do we do this? It’s called ‘spectrum imaging.’

33.6.C Spectrum Imaging (SI)

As the term implies, SI collects a full spectrum at every
pixel in the digital image (so you can only do this in
STEM mode (although there are analog versions in
energy-filtered TEM, as we’ll see in Chapter 39)). The
result of the SI process is a 3D data cube, as shown in
Figure 33.15A, with the electron image constituting the
x–y plane and all theXEDS spectra in the z direction. The
SI termwas first used for EELS in the late 1980s andwe’ll
mention this topic again in Chapter 37. Only much later
did SI became feasible for X-ray mapping although it is
now common enough to be used in materials problem
solving (e.g., Wittig et al.). On a historical note, you
should be aware that SI methods have been practiced in
other fields, such as radio astronomy for several decades
and, indeed, Legge and Hammond took the output of
their EDS andWDS spectrometers and synchronized the

FIGURE 33.15. (A) Schematic spectrum-image data cube showing how as

the beam stops at each pixel in the x–y plane as it is creating a STEM image,

a full X-ray spectrum is gathered at each pixel. The different colors at

different energy (z) values indicate different signals from different elements

that appear at different energies. (B) A series of X-ray maps of a GB region

in a Ni-base superalloy taken at specific energies from an SI data cube.

(C)An example of amap froma single channel in theX-ray spectrum (i.e., a

single image plane) in the SI in (B) coinciding with the NbKa peak energy.

(D) The application of multivariate statistical analysis and principal-

component analysis to remove noise and enhance the Nb signal.

SPECTRUM IMAGING
SI is the preferred method for X-ray (and EELS)
mapping.
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detectors’ output pulses with the position of the beam 30
years ago. They collected the data on magnetic tape, and
later reconstructed the data into a 3D file, so it can be
argued that this was the first demonstration of the SI
concept, at least in electron-beam instruments, so we
aren’t really revising the historical record!

The beauty of the SI technique is that, once you have
this data cube stored, you can go back to it at any time,
recheck the data, and re-do any analysis, search for
other spectral features that you might not originally
have thought present or important, look at different
images at different energies, and yet always have the
original image and spectra at your disposal.

If you think about the diagram in Figure 33.15A,
you’ll see that there are many ways to slice and dice the
data cube which reproduce all the other methods of
analysis that we’ve described. If you select a single
pixel in the x–y (image) plane, then there is a full spec-
trum attached to it and so, if you wish, you can select a
set of individual pixels and do as many spot analyses as
you wish. Likewise, you can select a line of pixels in the
image, effectively slicing the cube along the x–z, y–z, or
some combination of these directions and thus produce
spectrum-line profiles. You can (and this is where it gets
really useful) slice the cube at any plane in the z (labeled
E for energy) direction and, at each plane, you’ll get a
different image consisting of X-rays of that particular
energy. You can add planes, subtract planes, and sum
image pixels only in certain features (e.g., a strangely
shaped precipitate or along a boundary plane). You can
also envisage gathering spectra at certain pixels as a
function of time (chrono-spectrometry?) and there are
surely other options which you can think of. Now if you
do the math and consider a 1 k � 1 k pixel image with a
2048-channel spectrum at each pixel, you’ll find that the
data cube is about 2GB in size. In fact, in gathering such
an enormous amount of data, the bigger challenge is to
find ways both to search this enormous database effi-
ciently and extract meaningful data. Various advanced
software methods, such as multivariate statistical analy-
sis, principal-component analysis, and maximum-pixel
spectrum analysis are available to remove noise and
extract rare events from the data cube. Such processes
are closely related to the parameterizing of HRTEM
images discussed in Chapter 31, and are discussed in
far more detail in the companion text.

Just to give you a hint of what can be done, Figure
33.15B shows a series of X-ray images cutting the x–y
plane at different energy values, displayed ‘behind’ the
original STEM (E = 0) image. If we select a single x–y
plane such as that at the Nb Ka line energy (Figure
33.15C), that image is very noisy because of the limited
signal captured in that one plane. However, we can use
sophisticated software to remove all the noise compo-
nents in the plane and also add in all the other Nb
signals from other energy planes to produce the image
showing the Nb distribution (Figure 33.15D). Before
you think that such an extraordinary change is unrea-
sonable and that information is being created where it
did not exist, compare the processed image (D) with the
original STEM electron image (the top slice in B).
Clearly the small matrix precipitates that are imaged in
(A) are also mapped in (D). Extracting information like
this from the SI data cube tells you how much more
powerful the SI approach is compared with spot or line-
profile analyses. Now it is routine to gather both XES
and EELS SI simultaneously, thus completely optimiz-
ing the acquisition of analytical data.

33.6.D Position-Tagged Spectrometry (PTS)

PTS is a specific commercial version of generic SI,
developed by Mott and Friel at Princeton Gamma
Tech (PGT, now Bruker AXS). PTS eliminates the con-
flict between your wishing to view full X-ray images
quickly versus the analytical advantages of having com-
plete spectra saved at each pixel (which even on the best
AEMs still takes 30–45 minutes if you want to quantify
the data). In PTS, the beam is scanned rapidly relative to
traditional mapping, and the X-rays are counted in the
analysis computer, preserving both spatial information
from the image and spectral information. Sophisticated
processing software can be used to interrogate the data
during acquisition, which is not possible in conventional
SI. Alternatively, this software can be used after the
complete spectrum is stored, as with conventional SI,
where you acquire the full spectrum at a single pixel and
then move to the next pixel and gather another spec-
trum. PTS also permits relatively easy monitoring of
such phenomena as specimen drift, contamination, or
damage during the acquisition.

CHAPTER SUMMARY
XEDS in the AEM is a challenge because the detection/processing system creates artifact
peaks in the spectrum and X-rays are generated and detected from sources in the AEM
other than the region of your specimen where you put the beam. Nevertheless, there are
well-defined precautions you can take so that you are sure that the artifacts, the spurious
and system X-rays are minimized and that your subsequent interpretation and quantifica-
tion are not compromised. There are also several standard tests you can carry out to
compare your AEM system performance with other instruments.
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In summary, to understand your AEM and to acquire meaningful spectra, you should
& Buy your own NiO standard thin film on a Mo grid.
& Test your XEDS to determine the artifact peaks that it produces.
& Gather a spectrum down a hole in the NiO film to see what spurious X-rays the AEM
illumination system produces. Use top-hat C2 apertures at all times.

& Gather an XEDS spectrum from a light-element film to see what system peaks your
AEM introduces into the spectrum. Use thin foils, flakes, or films rather than self-
supporting disks if possible.

& Be aware of CB if you count for a long time to detect small peaks from trace elements.
& Image the electron beam on the TEM screen to ensure that it is Gaussian.
& Always remove the objective diaphragm.
& Operate with the specimen as close to zero tilt as possible.

Check that

& The hole count is <1% of your experimental spectrum under the same operating
conditions.

& The P/B ratio and the detector efficiency data are acceptable and do not change with
time.

& If you’re looking for characteristic peaks from trace orminor elements in your specimen,
understand that such peaks are much more likely to be confused with artifacts or system
peaks (much more about this in the next chapter).

Once you are sure of what’s in your spectrum, decide whether you want to do quick and
dirty point analyses of some features in your image or, if you are confident of the importance
of the area that you want to analyze completely, gather X-ray maps or, ideally, acquire a SI
data cube which will really give you the full picture of your specimen composition.
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SELF-ASSESSMENT QUESTIONS
Q33.1 What’s the difference between spurious X-rays and system X-rays?

Q33.2 What are the best steps you can take to minimize spurious X-rays?
Q33.3 What causes incomplete charge collection (ICC) in an XEDS?
Q33.4 Name three common artifacts in the spectra generated by XEDS systems.

Q33.5 Which of the various artifacts should you be particularly aware of while operating your AEM and why?
Q33.6 Distinguish the sources of desired and undesired radiation impinging on the detector.
Q33.7 How can you find out what X-rays are generated by your AEM-EDS system rather than by your

specimen?
Q33.8 Why is it important to know what your system X-rays are?

Q33.9 What’s the danger of not minimizing any spurious X-rays?
Q33.10 Why would you not use a Cu grid to analyze diffusion profiles in brass using XEDS in the AEM?
Q33.11 Why is it challenging to detect trace (�0.1 wt%) amounts of Si unambiguously in an Fe alloy using

XEDS?
Q33.12 Why is a top-hat C2 aperture/diaphragm so called and why is it essential to have such apertures in your

AEM?
Q33.13 Ideally how many C2 apertures should you have in an AEM?

Q33.14 How can one minimize post-specimen scattering?
Q33.15 What causes coherent bremsstrahlung (CB)?
Q33.16 If the hole count is >>1%, what is likely causing this?
Q33.17 Is STEM well suited for AEM? If so, why?

Q33.18 From the extra information in this chapter, explain why it is so important to align your X-ray detector

with any planar interface.

Q33.19 List four ways by which you can minimize post-specimen scattering.
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Q33.20 Why might CB be a problem that could cause you to misinterpret your analysis?
Q33.21 Give a simple way to distinguish a CB peak from a characteristic peak.
Q33.22 Why is it better to form X-ray images rather than individual spectra or line profiles?

Q33.23 Why is it much more difficult to acquire good X-ray images than individual spectra?

TEXT-SPECIFIC QUESTIONS
T33.1 AP/B ratio is measured on the NiKa line at 300 kV using the Fiori method and is determined to be 1000.

What should you probably do?

T33.2 Why don’t microscope manufacturers just coat the insides of the AEM with Be on all surfaces?
T33.3 Why coat any of the insides of the microscope at all with a low-Z material?
T33.4 To decrease the X-ray background for a particular specimen, the kV should be increased. Why?

T33.5 In an experiment, some unidentified X-ray peaks are present. Name some possible causes.
T33.6 Upon measuring a hole count for a particular specimen, you discover that the illumination system is not

‘clean.’ Besides being floored by this discovery, you want to know what you can do to fix it. So what do

you do?
T33.7 Having become quite the expert on XEDS in the SEM, your lab partner tilts the specimen in the TEM

chamber to 458 ‘just like we did in the SEM.’ Before smacking your lab partner repeatedly, what should

you remind him of?
T33.8 Upon analyzing theXEDS spectra of yourmaterial, you cannot conclude what several peaks correspond

to. You have tried sum peaks, escape peaks, and the internal fluorescence peak with no luck. Have you
discovered a new element, or is there another answer that is more likely?

T33.9 David and Stuart are working at the 1210 when we arrive one morning. They are using XEDS, and all
their spectra have peaks below 1 keV. What in the world are they doing?

T33.10 How would you discern if your X-ray spectrum contains a significant amount of spurious or system X-

rays? How can you distinguish the spurious contributions from stray X-rays and stray electrons?
T33.11 Calculate the energies of the principal coherent bremsstrahlung peaks generated from a thin foil of Cu in

a<001> orientation by 120-kV electrons when the EDS detector has a 208 take-off angle. Compare your

answer with Figure 33.9 and comment on any discrepancies. (Hint: you’ll have to find the lattice
parameter of pure Cu.)

T33.12 How wide do you think the probe in Figure 33.5 is? Explain your reasoning.
T33.13 If the electron probe that you use to do analysis is as shown in Figure 33.5, what effect would this have,

for example, on a line-profile analysis across an interface?
T33.14 Which effect(s) in Figure 33.6 is (are) causing the extra peaks in Figure 33.7?
T33.15 Are any other peaks in Figure 33.7 not caused by effects in Figure 33.6 and if so what is causing them?

T33.16 Explain the reasons for each of the directives at the end of Section 33.3.B.
T33.17 Distinguish analog and digital mapping and explain why one is so much better than the other.
T33.18 Distinguish SI and PTS.

T33.19 Make a list of the different ways to cut up the SI data cube and explain the different information that you
would get from each cut. See if you find one that has not been published and make a name for yourself.
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34
Qualitative X-ray Analysis and Imaging

CHAPTER PREVIEW

It is a waste of time to proceed with quantitative analysis of your XEDS spectrum or image
without first carrying out qualitative analysis. Qualitative analysis requires that every peak
in the spectrum be identified unambiguously, with statistical certainty, otherwise it should
be ignored for both subsequent quantitative analysis and imaging. We emphasize this point
because of the many opportunities for the misidentification of small peaks in the spectrum.
In this chapter, we’ll deal initially with acquisition and identification of the elemental
information in spectra and images. First, we will show you how to choose the best operating
conditions for your particular AEM and XEDS system. Then we’ll explain the best way to
obtain a spectrum for qualitative analysis. You have to acquire a spectrum with sufficient
X-ray counts to allow you to draw the right conclusions with a given degree of confidence.
There are a few simple rules to follow which allow you to do this.

Two advantages are gained from rigorous qualitative analysis. First, you may be able to
solve the analytical problem at hand without needing to perform full quantification.
Second, when quantification is carried out (see the next chapter), you will not spend an
inordinate amount of time analyzing an element that isn’t there, and you can be confident
that your results are valid.We’ll go over themany ways tomisidentify peaks in your spectra,
particularly small ones, which may, in fact, arise from important trace elements but, which
might be artifacts, could be peaks from another element, or are possibly statistically
insignificant. Commercial peak-identification software, while improving all the time, is
not error-free. We’ll end with a few words about qualitative X-ray imaging.

34.1 MICROSCOPE AND SPECIMEN
VARIABLES

When you first acquire a spectrum, the operating con-
ditions should maximize the X-ray count rate to give
you sufficient intensity in the characteristic peaks in
your spectrum, in the shortest time, with the minimum
number of artifacts. You need sufficient counts so you
can detect, unambiguously, the presence of all the ele-
ments in your specimen (within the limitations of your
XEDS detector) with statistical certainty. As we’ll
explain, the best conditions for such qualitative analyses
require that you obtain the spectrum from a reasonably
thick, large area of your specimen, using a large probe
and a large aperture to give the most current, but in
doing this you’ll compromise other desirable analysis

qualities, particularly high spatial resolution. So right
up front you need to know two key points

& There are only three requirements for good qualita-
tive analyses; counts, counts and more counts

& The conditions for the best qualitative (and quanti-
tative) analysis (which are also those that give the
best analytical sensitivity) are precisely the worst for
obtaining the best spatial resolution.

A more complicated factor in getting the most X-ray
counts in your spectrum is choosing the right operating
voltage. Remember, back in Figure 33.10.C, we showed
that you get a higher detection and collection efficiency
if you decrease the kV because the scattering cross sec-
tion (s) increases when the kV decreases; that was a
specimen effect. Now we are talking about a gun effect;

A QUALITATIVE MUST!
Although such an approach may seem time-consuming and unnecessarily tedious, the
need for initial qualitative analysis of the spectrum cannot be stressed too strongly.
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as the kV increases, the gun brightness increases (go back
and check this in Chapter 5). While the two effects coun-
ter each other somewhat, the added advantage of an
increased P/B ratio (which helps with detecting small
peaks) with higher kV, as well as improved spatial resolu-
tion (due to less beam spreading), tips the scales in favor
of using the maximum kV at all times. Only choose a
lower voltage if knock-on damage is a problem, as might
be the case, for example, in a 200–400 kV AEM with a
beam-sensitive specimen such as a ceramic, a mineral,
most semiconductors or a low-Z (<15) metal/alloy.

Pick a portion of your specimen that is single phase in
the area of interest and make sure it is tilted well away
from strong diffraction conditions to minimize crystal-
lographic effects (more on this in Chapter 35) and coher-
ent bremsstrahlung. Ideally, you will need a probe
current of several tens of nanoamps. The necessary com-
bination of probe size and final aperture depends on the
type of source in your AEM. To get several tens of
nanoamps from a LaB6 source, you have to select a
relatively large probe size, say, a few tens of nanometers
and a large C2 aperture. An FEG source will give much
less total current than a thermionic source and it won’t be
possible to generate more than a few nanoamps at best.
So, for reasonable qualitative analysis and subsequent
quantitative analysis, you’ll have to accumulate your
spectrum for a longer time with an FEG compared to a
thermionic source. A Cs-corrector on your FEG-AEM
will help tremendously, since a larger probe-forming
aperture can be used without compromising the quality
of the probe, and tens of nanoamps can be generated in a
Cs-corrected probe of a couple of nanometers dimension.
So if your institution has enoughmoney to spend on your
AEMyou canminimize the otherwise necessary compro-
mise between needing lots of counts and getting high
spatial resolution

You can always gather more counts in your spec-
trum by choosing a thicker region of the specimen.
There is nothing wrong with doing this when you are
carrying out qualitative analysis. A thick specimen
degrades your spatial resolution, but we’ve already
agreed to compromise that aspect of the analysis during
this initial qualitative procedure. The only danger is
that, if you are interested in finding a few weight percent
of a light element, those weak X-rays may be absorbed
in your specimen and so may not be detected. However,
from an experimental standpoint, having carried out
qualitative analysis of a relatively large, thick region,
you can always do further analyses of smaller, thinner
areas, under conditions that optimize spatial resolution,
which we’ll discuss in Chapter 36.

Remember that we have been talking about several
different ‘resolutions’. Don’t confuse them

& spatial resolution: distances measured in nm (see
Chapter 36).

& chemical resolution: analytical sensitivity/detection
limits depending on P/B (see Chapter 36).

& energy resolution: identifying elements by distin-
guishing their spectral peaks at different energies
(see this chapter and Chapter 33).

So, just in case you haven’t got the message by now,
goodqualitative analysis (and subsequent quantification)
requires a large number of X-ray counts in the spectrum
(just how many we’ll tell you in a while). These counts
might take a long time to generate, so you run the danger
of damaging, or changing the chemistry of any beam-
sensitive specimens. You may also contaminate your
chosen area if your AEM is not UHV and/or your speci-
men is not clean. So it’s always good to use a plasma
cleaner before analysis, unless doing so will destroy your
specimen. (Go and check Chapter 10 or the companion
text where we talk about specimen preparation.) Tomini-
mize damage and contamination, you should spread the
beam over as large an area as possible, either by over-
focusing C2 if you’re in TEM mode or by rastering the
beam in STEM mode, remembering that, in doing so,
your analysis will be an average over the chosen area. Use
a liquid-N2 cooled, low-background holder, especially if
contamination is still a problem.

34.2 BASIC ACQUISITION
REQUIREMENTS: COUNTS, COUNTS,
AND MORE CAFFEINE

The first and most important step in qualitative analysis
is to acquire a spectrum across the completeX-ray energy
range. Analysis can often be accomplished using X-rays
with energies from � 1 to10 keV, and this is the typical
range used in the SEM. However, the TEM has a much
higher accelerating voltage, and the consequent increase
in available overvoltage (remind yourself what this is.
Hint: see Chapter 4) means that you can easily generate
and detect much higher-energy X-rays. If you are using
an intermediate-voltage AEM and a windowless IG
detector, we noted in Chapter 32 that all the possible
Ka lines from all the elements above Be in the periodic
table can be detected.

Of course, if you know the specimen you are analyz-
ing, such a stepmay not seem essential, but it is still a wise
initial precaution since unanticipated contaminants or
trace impurities may be present. The next steps are the
basics for acquiring a spectrum for qualitative analysis

ENERGY RANGE
The first thing to do is to adjust your computer dis-
play to the widest possible energy range. For a Si(Li)
detector or an SDD, 0–40 keV is sufficient and for an
IG detector, 0–80 keV may be more useful.
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& Collect a spectrum over, say, 0–40 keV for several
hundred seconds (take a coffee break) and ascertain
the actual energy range over which all the detectable
characteristic peaks occur.

& If all the peaks that you can see are present in an
energy range < 40 keV, re-gather the spectrum
over that reduced range (take another coffee
break), thereby improving the resolution of the
computer display by lowering the number of eV
per channel.

& The spectrum that you finally gather for qualitative
analysis must be displayed with no more than 10 eV
per channel resolution or better. A display range of
0–20 keV should be possible under these conditions
(i.e., 2048 channels in total) in all but the most
ancient of XEDS computer systems.

& If you have analog processing electronics, you can
increase the counts in your spectrum by reducing the
detector time constant to maximize the throughput.
This step degrades the energy resolution of the
XEDS but, for many qualitative analyses, this is
not important. A digital system will automatically
optimize the throughput of counts.

& Watch the dead-time readout while acquiring the
spectrum to make sure you haven’t chosen a combi-
nation of probe current and specimen thickness that
overloads the detector electronics. Remember that
you want to keep the dead time below about
50–60%, and an output count rate of around 10
kcps (analog) to 30 kcps (digital) is about the best
that can be handled by current detector electronics
under these conditions. This will rarely be a problem
in thin-foil analysis!

& The total counts in this qualitative spectrum
should exceed 1,000,000 over the full energy
range. While this may seem a lot, at 3 kcps, it will
take you just over 15 minutes to accumulate this
number of counts (now it’s probably time for a
bathroom break, anyhow). So adjust the probe
size/current, the size of the C2 diaphragm and (if
possible) the specimen thickness until the count
rate is sufficient.

When you’ve got a good high-count spectrum over a
suitable energy range, there is a well-defined sequence of
steps developed for analysis of spectra from the SEM
(see Goldstein et al. as usual) that should be followed to
ensure that you correctly identify each peak in the spec-
trum and disregard those peaks that are artifacts or are
not statistically significant and we’ll describe a modified
form of this procedure for thin-foil specimens in the next
section.

Figure 34.1 shows the effects of increasing acquisi-
tion time (i.e., increasing counts) on the visibility of
small peaks. The longer the time, the better the quality
of the spectrum. So coffee breaks can be very beneficial.

34.3 PEAK IDENTIFICATION

There are four key steps to running a successful quali-
tative analysis.

First: let’s assume that you have read, understood,
and applied the contents of Chapters 32 and 33. So you
know what artifacts are likely to arise from your XEDS
system and what system peaks occur in your AEM and
you’re aware of CB, etc. Now, ensure that the computer
display is calibrated to be as accurate as the display
resolution, over the energy range you’ve selected. If
your spectrum is displayed at 10 eV per channel, the
characteristic peak centroids must all be within �10 eV
of their true position on the energy scale.

Second: the computer system can be used to run an
automatic identification check on the peaks in the spec-
trum, assuming the energy display is well calibrated. If
the spectrum is simple, containing a few well-separated
peaks, this automatic step may be all that is required.
However, as we’ll discuss in Section 34.5, misidentifica-
tion occasionally occurs during such an ‘auto-search’ or
‘peak ID’ software routine. The more complex the spec-
trum, the more likely this is to happen, e.g., if the
spectrum contains many peaks, particularly if peak
overlap is occurring (e.g., Zn La confused with Na Ka)
or if the spectrum contains complex peak families from
heavier and/or rarer elements (e.g., Ta Ma confused
with Si Ka). This problem is exacerbated if you don’t
understand the complexities of X-ray families or don’t
follow all the precautions that we’ll go through below.
In addition, even in the best software, small peaks may
sometimes be missed and phenomena such as CB are
often not taken into account.

FIGURE 34.1. The improvement in the quality of a spectrum from a

Cu-1%Mn thin foil with increasing acquisition time. After 1 s (black) the

small Mn Ka/b peaks are not visible; after 10 s (blue) the MnKa is detect-

able but the Kb is barely visible. After 100 s (red) all peaks are clearly

visible. With increasing acquisition time it is generally much simpler to

discern peaks from the background and specimen peaks from artifact

peaks, so peak identification will proceed a lot more easily.
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Remember, each X-ray is emitted with a very well-
defined line energy (� 1–5 eV wide) but the XEDS
system degrades the line to a broad peak (FWHM
� 80–180 eV over the energy range detected by a typical
Si(Li) detector). So we’ll talk about peaks in the spec-
trum, which correspond to X-ray lines emitted from
specific elements and which are identified as belonging
to families of lines that are superimposed by the com-
puter software on the displayed spectrum.

Third: go back to Chapter 4 and remind yourself
about things like critical ionization energy, X-ray line
energy, K, L, M families of X-ray lines, relative weights
of lines, fluorescence yield, etc., because we’re assuming
you know all of this backwards.

Our peak analysis will always include the following
steps

& Look first at the most intense peak since this should
be easiest to identify as a K, L, or Ma peak; then
work on down through the associated family lines. If
you can’t identify the most intense peak easily then
you’ve got a problem; e.g., the calibration is off or
the electronics or software are not functioning cor-
rectly, so it’s time to ask for technical help and go for
yet more coffee.

& The most intense peak is also the most likely to have
associated artifacts, such as an escape peak (1.74 keV
below that peak energy in a Si(Li) system) and a sum
peak (at twice the peak energy), so you can quickly
remove such small peaks from the unknown list
(most software now automatically notes the energy
where these artifact peaks should appear).

& Go to the next most intense peak not included in the
above step and repeat the search. Then repeat this
exercise until all peaks are identified.

& Always think about pathological overlaps; look for
spurious peaks, system peaks, and artifact peaks.

Fourth: the bookkeeping; in choosing the possible K,
L, or M lines that could be present at a specific energy,
you can either use the computer-generated X-ray line
markers on the display or consult an appropriate source
such as the ‘slide rules’ offered by most commercial
manufacturers, or find them on the Web at, e.g.,
URLs 1 and 2. We introduced DTSA in Chapter 33
and it is great for comparing simulated spectra with
acquired spectra, as well as for checking the specific
energies of X-ray lines, particularly in the more complex
families of lines in spectra from heavier elements.
There’s much more about DTSA in the companion text.

Good bookkeeping is essential during the identifica-
tion sequence we will now describe, particularly if your
spectrum contains many peaks.

So now we’ve outlined the principles, let’s get down
to the specifics. Follow this 8-step process

1. If a Ka line matches the peak, look for the Kb line
which has about�10% of the Ka intensity (this 10%
is a line ‘weight’; go back and check Table 4.1). With
amodernXEDS, theKb linemust be present at X-ray
energies above �1.74 keV (Si Ka), so long as it is not
overlapped by a more intense peak from another
element. Below this energy, your detector may not
be able to resolve the two lines.

2. If a Ka and Kb pair fits the peaks and the Ka energy
is > � 8 keV (NiKa), look for the L lines at
� 0.9 keV if you are using a Be-window detector.
For an UTW/windowless detector the La lines from
Cl and above (> � 0.2 keV) may be detectable but
only if there’s a lot of Cl, because (a) these rela-
tively weak X-rays will be strongly absorbed and
(b) their fluorescence yield is pretty abysmal.
Ni La=849 eV, Cl La=200 eV.

3. If a Ka line does not fit, check for an La orMa line fit
since these are the most intense lines in the L and M
families.

4. If an La line fits, theremust be accompanying lines in
the L family. The number of visible lines will vary
depending on the intensity and energy of the La line,
withmore lines resolvable at higher line energies. The
other lines in the family are all of lower intensity than
the La line, and the following lines may be detectable
(the number in parentheses is the weight relative to
the La line); Lb1 (0.7), Lb2 (0.2), and Lg1 (0.08) lines at
higher energies and possibly the Ll (0.04) line at lower
energy. Other, even less intense, lines (Lg3 (0.03) and
LZ (0.01)) may be visible if the L family is extraordi-
narily intense, but this is rare.

5. If the L lines fit, theremust be a higher energy Ka/Kb

pair, since the AEM beam energy is usually sufficient
(> 200 keV) to generate the K lines from all the
elements in the periodic table. Make sure you choose
a broad enough energy range to display them on your
computer.

6. The M lines are usually only visible for elements
above La in the periodic table if a Be-window detec-
tor is used, and above about Nb, if a UTWdetector is
used. Again there has to be a lot of Nb to pick up the
weak M line. LaMa=833 eV, NbMa=202 eV.

THE KEY
For good qualitative analysis be suspicious. Don’t
just seek the peaks you expect, but be prepared to
find peaks that you don’t expect.

LABEL THE PEAKS
Take care to label each peak on the computer display
or note it in your lab notebook when you have
decided which element it comes from.
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7. TheMa/Mb line overlap is difficult to resolve because
all theM lines are< 4 keV. If anMa/Mb line fits, look
for three very small lines Mz (0.06), Mg (0.05), and
MIINIV (0.01) lines, which will bemore visible if more
of the element is present.

8. If the Ma line fits there must be a higher energy L line
family and possibly the very high energy K lines may

be detectable; again, this depends on the detector (IG
is better for high kV lines), computer display (out to�
80 keV), and the accelerating voltage (higher is better).

Figure 34.2 shows the families of lines expected in
the display range from 0 to 20 keV, giving you some idea
of the distribution of families of elemental lines that you

FIGURE 34.2. X-ray spectra from elements spanning much of the periodic table showing the families of characteristic lines for (A) Si, (B) Ti, (C) Cu,

(D) La, (E) Sb, and (F) Ta. Startingwith a single Si Ka line at lowZ and lowX-ray energy, the series progresses through the appearance of the families of L

(Cu and La) and M (Sb and Ta) lines. Note the increasing separation of the peaks of a given family as both Z and keV increase.
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should find when you follow the procedure outlined
above. For example, you can see for which elements
you should expect to see only a single K line or resolve
the Ka/Kb pair, and for which elements you should
expect to see both K and L families or L andM families.

Reasons for a missing family member

& It may be overlapped by another peak. This is the
most likely cause and you can possibly resolve it by

(a) re-gathering the spectrum with a longer time
constant (analog system only)

(b) using peak deconvolution software (see Section
34.4)

(c) using a higher-resolution technique, such as
EELS (see Chapter 38)

& Your computer display range may be too small so
the peak is cut off (easy to solve, although if you
followed our instructions this should never happen)

& The keV of the beam is too low to excite the line
(should never be a problem in an AEM, only in an
SEM)

Repeat the exercise: Go to the next most-intense
peak that has not been identified by the eight steps in
the first search. Continue this process until all the major
peaks are accounted for. As you go, remember again to
look for the escape peak(s) and sum peak associated
with each major characteristic peak that you have con-
clusively identified. However, these artifacts and any
CB peaks will be very small and before you worry
about them you should make sure that the small peaks
are statistically significant and we discuss how to do this
for all minor peaks in Section 34.5 below. If you have a
Si(Li) detector you’ll always find a small Si-K internal-
fluorescence peak, the Si escape peaks will lie at
1.74 keV below major peaks in the spectrum, and will
not occur for elements below phosphorus. For an IG
detector there will be Ge internal-fluorescence peaks
(possible K and L) and there may be both GeK and L
line escape peaks at the appropriate energy below major
peaks (9.89 keV for the GeKa escape and 1.19 keV for
the GeLa escape). If you suspect a sum peak at twice the
energy of any major peaks then re-acquire the spectrum
at a much lower dead-time (< 20%) and see if the sus-
pected sum peak disappears. If you suspect a CB peak
then re-acquire the spectrum at a different accelerating
voltage or specimen orientation and see if the small
peak shifts.

Check for special cases: The relatively poor energy
resolution of the XEDS detector means that there are
several pairs of peaks that occur quite commonly in
materials science specimens that cannot be resolved.
These go by the delightful name of ‘pathological over-
laps’ and include, inter alia

(a) the Kb and Ka lines of neighboring transition
metals, particularly Ti/V, V/Cr, Mn/Fe, and Fe/Co

(b) the Ba La line (4.47 keV) and the Ti Ka line
(4.51 keV)

(c) the Pb Ma (2.35 keV), Mo La (2.29 keV), and S Ka

(2.31 keV) lines
(d) the Ti, V, and Cr La lines (0.45–0.57 keV) and the K

lines of N (0.39 keV) and O (0.52 keV) detected in
UTW/ATW or windowless XEDS systems.

These problems can often be solved by careful choice
of the energy range on the computer display. For exam-
ple, if you are only observing from 0 to 10 keV the S K/
Mo L line overlap would be clarified by the presence or
absence of the Mo K lines around 18 keV which, again,
you should have seen in your first, broad energy-range,
spectrum acquisition. If you suspect that any patholog-
ical peak overlaps are occurring in your spectrum, then
re-gather under conditions that maximize the energy
resolution of the detector system (i.e., longest (analog)
time constant and low count rate (< 5 kcps)), and also
maximize the display resolution to at most 5 eV per
channel (you’ll need more coffee).

34.4 PEAK DECONVOLUTION

If the overlap is still not resolvable, then you should run
a peak deconvolution routine in your computer soft-
ware (these are pretty standard and not much has
changed since; see, e.g., Schamber 1981). Such routines
are capable of detecting and resolving many of the
classic materials science overlaps, such as the transition
metal L lines and low-ZK lines and an example of such
a deconvolution is shown in Figure 34.3.

In addition to deconvoluting any peak overlaps, it
can be very useful to deconvolute the point-spread func-
tion of the XEDS detection system using a process
called zero-peak deconvolution (which is analogous to
the zero-loss peak deconvolution process used in EELS
(Sections 37.5.A and 39.6)). Such a process is becoming
increasingly popular in many imaging and spectroscopy
techniques because of the development of various
robust mathematical procedures (e.g., Janssen 1997)

FAMILIES OF PEAKS
Looking for families of peaks. If a family member is
missing your identification may be wrong.

PATHOLOGICAL OVERLAP
When it is impossible to separate two peaks even
when you know they are both there.
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some of which are described in the companion text. In
effect, this deconvolution removes the electronic-noise
component of the characteristic peak width, giving a
spectrum with nearer to noise-free resolution (Wata-
nabe and Williams). This process requires that your
XEDS system must display the noise peak at 0 eV in
the spectrum (which not all manufacturers do) and this
is called the ‘strobe peak’. An iterative process can, in
effect, remove the noise in your spectrum. As shown in
Figure 34.4, this process obviously improves energy
resolution but also improves the P/B ratio (and thus
the minimum detection limit, as we’ll see in Chapter
36) and can reveal peaks that would otherwise be
masked by adjacent, more-intense, peaks.

Now, you always have to be careful with deconvolu-
tion, since any mathematical manipulation can intro-
duce its own artifacts, while otherwise improving the
spectrum quality. So it’s best to practice deconvolution
on both simple and complicated spectra that you know
and understand well, until you feel confident that you
understand the strengths and limitations of the proce-
dure available in your particular software package.

Given all these steps and the multiple decisions that
you have to make, it’s clear that qualitative analysis can
be an extraordinarily difficult procedure even for the
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FIGURE 34.3. The total spectrum (dark blue) arises from the overlap of

three Gaussian spectral peaks (the La lines of Fe (light blue) and Cr

(green) and the O Ka line (brown)) from a mixed Fe-Cr oxide. Deconvo-

lution of the individual contributions to the total spectrum is essential to

determine the intensities in the three constituent peaks prior to any

quantification attempt.

(A)

(B)

(D)

(C)

FIGURE 34.4. (A) The effects of deconvoluting the zero-energy strobe

peak from an experimental XEDS spectrum of NIST SRM 2063. (B) The

consequent reduction in peak FWHM (i.e., improvement in energy resolu-

tion) across the energy range 0–10 keV. (C) The improvement in P/B ratio

of the major peaks in the SRM2063 spectrum as a result of deconvolution.

(D) Revealing the La peak from Ti in TiO2, which is usually hidden by the

O Ka.
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most experienced analyst. This complexity is one reason
why even the best software gets it wrong sometimes (see
Section 34.6). So, as we said at the start, be suspicious!

In summary, applying the 8-step process, with
appropriate deconvolution where needed, should per-
mit you to identify all the major peaks in your spectrum.
There might still be minor peaks, which may or may not
be statistically significant, and you have to decide
whether you are going to identify or ignore these
peaks. Now we’ll tell you how to make this decision.

34.5 PEAK VISIBILITY

Small intensity fluctuations are often present in your
spectrum that you cannot clearly identify as peaks.
In this case, there is a simple statistical criterion
(Liebhafsky et al.) that you can apply to ascertain if
the peak is statistically significant or if it can be dis-
missed as random noise. You must count for a long
enough time so that the bremsstrahlung intensity is
smooth and any peaks are clearly visible, as summarized
in Figure 34.5.

& Increase the display gain until the average back-
ground intensity is half the total full scale of the
display, so the small peaks are more easily observed.

& Get the computer to draw a line under the peak to
separate the peak and background counts.

& Integrate the peak (IA) and background (ðIbA))
counts over the same number of channels; use
FWHM if it can be discerned with any confidence;
if not, then the whole peak integral will do.

If IA43
ffiffiffiffiffi
I bA

q
then the peak is statistically signifi-

cant at the 99% confidence limit and must be
identified. Remember, you’ll still make an erro-
neous peak identification in � 1% of analyses
using this criterion; just hope it isn’t the one that
derails your PhD or gets you fired!

If IA53
ffiffiffiffiffi
I bA

q
then the peak is not significant and

should be ignored.

If the insignificant peak is at an energy where you
expect a peak to be present, but you think there is only a
small amount of the suspected element in your speci-
men, then count for a longer time to see if the statistical
criterion can be satisfied in a reasonable length of time.
If this peak is a critical one, and it is often the minor or
trace elements that are most important, then take what-
ever time is necessary to detect the peak. There is no
reason not to gather the spectrum for many minutes or
even an hour or more, so long as doing so does not
change/damage or contaminate your specimen. Lunch
breaks now become beneficial.

However, do not obtain more counts by raising the
count rate above that which the processing electronics
can handle, because you may introduce extra sum peaks
and also degrade the energy resolution of the spectrum.

If you’re worried about damaging the analysis area,
as we stated at the beginning, it is best to spread the
probe over as large an area as possible, either by defo-
cusing the C2 lens in TEM mode or by using a scan
raster in STEM mode.

Identifying the statistically significant peaks by the
above method is one thing. Quantifying the amount of
the element responsible for the peak is another matter
and usually many more counts are required, as we’ll see
when we talk about detection limits in Chapter 36.
However, once you’re happy with the peak ID, you
may be able to identify the phase/nanoparticle/precipi-
tate that is being analyzed without any further work.
For example, in the material that you are investigating,
thermodynamics may tell you that there are only a few
possible phases that can exist after the processing/ther-
mal treatment given to it, and these phases may have
very different chemistries. A glance at the relative peak
intensities may be sufficient to conclude which phase
you have just analyzed because, as we’ll see below and in

FIGURE 34.5. With increasing counting time, a clear characteristic Fe

Ka peak develops above the background in these spectra from Si-0.2%

Fe, thus demonstrating the need to acquire statistically significant counts

before deciding if a peak is present or absent. As indicated (orange line),

the background in the 600 s spectrum approximates to a straight line

making the peak clearly visible. Note that Fe Kb is beginning to appear

at 7.05 keV, although it is not yet statistically significant.

TIME
When you count for long times to search for char-
acteristic peaks of low intensity, you will also begin to
detect more easily the small peaks from the various
spurious effects; e.g., CB peaks, Si or Ge internal-
fluorescence peaks, and system peaks such as Fe and
Cu. You also increase the possibility of contamina-
tion and beam damage to your specimen.
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more detail in the next chapter, one of the marvelous
advantages of thin-foil analysis in the AEM is that the
peak intensities are often directly proportional to the
elemental concentrations. As a result, quantification
can be extremely simple.

To conclude this section, we’ll look at two examples
before going into the details of quantification in the next
chapter.

The oxide-glass example: let’s run a qualitative anal-
ysis on the spectrum in Figure 34.6. The spectrum is
from a thin NIST oxide-glass film on a carbon support
film on a Cu grid. X-rays were accumulated for 1000 s
with a Be-window, IG detector at an accelerating vol-
tage of 300 kV. Because of the Be window, we do not
expect to see lines below �0.8 keV and so the O Ka

(0.52 keV) will not be detectable. The spectrum only
contained peaks in the range from 0 to 10 keV and the
first peak to be examined was the most intense high-
energy peak, line #1, whichwas consistent with the SiKa

line at 1.74 keV. (The Ka/Kb pair cannot be resolved by
the detector at this energy.) A similar treatment of the
next most intense high-energy line (#2) at 3.69 keV pro-
duced a match with the Ca Ka and it is also possible to
identify the associated Kb at 4.01 keV (the Ca L line is
not detectable). The third most intense line #3 is at an
energy of 6.4 keV. The K-line markers identified it,
along with the smaller one to its right, as being the Fe
Ka and Kb pair. No L line fit was reasonable (Dy La at
6.5 keV being the only alternative) and there are no M
lines above about 4 keV. The Fe L line at 716 eV will not
be detectable because of the Be window.

Next, the smaller peaks were tackled and the Cu Ka

(and Kb) was identified at 8.04 keV, the Ar Ka at
2.96 keV (the Kb was too small to be visible), and the
Mg Ka was the last to be identified at 1.25 keV.

Mg (as its oxide) is a common element in glasses, so
this peak is expected. But Ar isn’t such a common element
in glasses. It probably arises from Ar implanted during
ion-beam thinning and, as we discussed earlier and in
detail back in Chapter 10, many specimen preparation
processes can affect the chemistry of the specimen surface.
You should also be aware that Ar K at 2.96 keV is often
confused with the Al K sum peak (2�1.49 keV). But since
there is no Al in the glass, and no major peak at half the
Ar K energy, then Ar is the best answer.

Likewise, Cu is not a common glass-forming element,
but, since the specimen was on a Cu support grid, the Cu
peaks are most probably due to post-specimen scatter of
electrons or X-rays and so we cannot conclude that there
is any Cu within the specimen. No escape or sum peaks
were detectable.

The Fe-Cr-Ni example is shown in Figure 34.7 and
this spectrum contains six Gaussian peaks, which can
easily be identified following the procedure outlined
above as the Ka and Kb pairs from Fe, Cr, and Ni.
Even the average metallurgist will know that this speci-
men can only be some kind of stainless steel and this may
be all the information that is required, making subse-
quent quantitative analysis redundant. But if you need
more information, e.g., the specific grade of stainless
steel, then you have to make measurements of the rela-
tive peak intensities, and this is the first step in the
quantification procedure. In fact, we will see in Chapter
36 that the thin-foil quantification equation, to a first
approximation, predicts that the amount of each element
is directly proportional to the peak height. If you mea-
sure the relative heights of the Ka peaks in Figure 34.7
with a ruler, you can estimate the composition as � Fe-
20% Cr-10% Ni which is within 10% of the classic 316
stainless composition of Fe-18% Cr-8 % Ni.

One real advantage of thin foil X-ray analysis is that
you can get a good estimation of the composition of the
analysis volume just by measuring the relative peak
heights with a ruler.

SPECIMEN PREPARATION
Now you see why it is very useful to have some
knowledge about your specimen and how it was
prepared.

ABSENCE OF THE Cu La Line
The absence of the line at 0.93 keV in Figure 34.6 is
evidence that the thick Cu grid is responsible for a Cu
line; the low-energy L X-rays will be absorbed in the
grid itself before they can be detected.

FIGURE 34.6. Energy-dispersive spectrum obtained at 300 kV from a

thin oxide-glass film. The characteristic peaks were identified through the

procedure outlined in the text.
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Now there must be a good reason why, despite the
fact that a 50-cent plastic ruler can give you a reasonable
quantitative analysis of your spectrum in a few seconds,
all AEMs have tens of thousands of dollars of computer
hardware and software attached to the XEDS detector.
This is because the stainless-steel spectrum is not really a
challenge since all the peaks are close in energy, the
peaks have lots of counts in them and there are no
small peaks from trace elements. If the peaks were far
apart in energy then relative X-ray absorption might
occur, which can change the simple relationship
between peak height and composition. Also if we really
wanted to be sure that we had 304 rather than 316-
stainless steel, then we would need a full quantifica-
tion using the procedures described in the next
chapter. If you were to do this, then you’d find that a
full quantification would give a very similar result, but
you could have much greater confidence in the true
composition.

34.6 COMMON ERRORS

As we’ve seen, there’s lots of room to misidentify peaks,
particularly small ones that may be one of the many
artifacts from the detector, the processing electronics, or
the AEM-XEDS system. The first thing to realize is that
if you (or even your advisor) can make mistakes, then
the software can also do so. Remember, the software is
only as good as the programmer. So while commercial
automated peak-ID software is generally outstanding
and getting better with every iteration, don’t automati-
cally believe it is always correct. By all means, as we said
right at the start of Section 34.3, push the peak-ID
button and get a quick analysis of your spectrum, but

after you’ve done that, youmight want to read the paper
by Newbury which indicates some errors produced by a
range of software systems. (See also the subsequent
discussion noted in that reference.) The specimens
used by Newbury to show the errors were often quite
complex, with multiple peaks from rare, high-Z ele-
ments, but the article is instructive and illustrates the
point that simply believing the software output is not
always wise and suspicion is healthy.

As we’ve mentioned, it can be really useful to know
something about your specimen chemistry before you
put it into the AEM (and of course the TEM should be
just about the last technique you use to study a complete-
ly unknown foil). It can also be very useful to remember
how your specimen was thinned, since most thinning
methods can change the surface chemistry of the foil.
For example, electro-thinningmethods can preferentially
remove, or re-deposit one element from the foil or leave
surface residue from the polishing medium. The thinner
the foil is the more such changes in surface chemistry are
exacerbated. Likewise, ion-beam thinning can result in
the implantation of Ar, and FIB thinning can do likewise
for Ga. So your foil may oxidize preferentially during
thinning or pick up Cl from the perchloric-acid polishing
solution, and so on. Ultramicrotomy is about the only
method of thin-foil preparation that doesn’t change the
surface chemistry (although the freshly cut surface may
be prone to rapid corrosion in the atmosphere and the
defect structure is seriously changed from the bulk sam-
ple). So always be suspicious.

34.7 QUALITATIVE X-RAY IMAGING:
PRINCIPLES AND PRACTICE

Individual-point analyses or multiple-point profiles
across an interface are not the only ways to display
X-ray data. As we saw in the previous chapter, we can
produce X-ray images by a variety of methods and, if
you are careful, such images can be used as composi-
tional maps in which the intensity of the signal in the
map is directly proportional to the generated X-ray
intensity IA. Under most circumstances, as we just
described, we can take the next step and assume that,
to some reasonable degree of accuracy, the X-ray inten-
sity from element A in a thin foil is proportional to the
concentration CA. But there are some limitations to
drawing a direct correlation, which we’ll deal with in
the next chapter on quantitative analysis. While there
are obvious advantages to comparingmaps of elemental
distributions with other TEM images, this process is
limited by the relatively poor statistics of X-ray acquisi-
tion, as should be eminently obvious to you by now. As
you’ll see in the next chapter, good quantification
requires �10,000 counts in the characteristic peak
from element A, IA. In early AEMs, such intensity

FIGURE 34.7. Spectrum from a stainless-steel foil in which the peaks are

resolved and quite close in energy. To a first approximation, quantifica-

tion is possible simply by measuring the relative heights of the Ka peaks.
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would easily take you a minute or so to acquire, even if
there was a large amount of A present in your specimen.
At this acquisition rate, even a 56� 56 pixel image would
take 50 hours to gather, so imaging didn’t see a lot of
practitioners andwe just had tomake dowith qualitative,
noisy maps, as shown back in Figure 33.13. However, as
we’ve told you already, a lot has changed in recent years
to improve the X-ray acquisition rate. First, to generate
more X-rays, we have intermediate-voltage FEGs and
spherical-aberration correctors to permit larger final
apertures while maintaining small probes sizes. Second,
to permit greater throughput of X-rays, we have devel-
oped digital pulse-processing, larger X-ray collection
angles, and SDD arrays. Consequently, particularly if
you can get away with using a reasonably thick specimen,
X-ray mapping is a viable option onmost modern AEMs
where digital-display technologies and new image-
processing software also makes life much easier.

The older X-ray dot maps, such as in Figure 33.13,
simply register a dot when an X-ray is registered in a
particular energy window in the XEDS spectrum. It
doesn’t matter whether the X-ray is a characteristic

X-ray, a bremsstrahlung X-ray, a spurious X-ray, or a
systemX-ray, it is still registered, so problems like thick-
ness or atomic number effects can occur since thicker/
higher-Z specimens will generate more bremsstrahlung
(as well as more characteristic) X-rays. These problems
are a lot greater in bulk-specimen, SEMX-ray imaging,
which has grappled with these issues for many decades
(summarized in 1990 by Newbury et al.). To account for
all these effects, a full quantitative procedure has to be
applied to the intensity in each pixel and we’ll cover this
in detail in the next chapter.

For qualitative mapping, gray-scale images are still
acceptable, but for full quantification, there is no way
around the use of full-color images because of the many
more color signal levels that your eye can discern and
the advantages of color overlays to compare maps of
different elements, and an example is shown in Figure
34.8, where the final RGB color image shows the che-
mical inhomogeneity of the Au-Pd nanoparticles, thus
giving insight into why they work as catalysts for the
peroxide-synthesis process. (Similar qualitative maps
were shown in Figures 33.14 and 33.15.)

(A)

(D) (E) (F)

(B) (C)

FIGURE 34.8. (A) STEM ADF image and qualitative X-ray maps showing the distribution of the (B) Au, (C) Pd, (D) O, and (E) Ti in a Au-Pd/TiO2

catalyst nanoparticle. Such particles are used for peroxide synthesis. (F) The overlay of the color images from Ti (red), Pd (green), and Au (blue) reveals

the core-shell nature of the particles with Pd on the outside and Au on the inside.
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So how do you acquire a qualitative map like
Figure 34.8?

& First you have to be in STEMmode, so your beam is
scanning the specimen under digital control. Then
select the largest probe size that will be still compat-
ible with the desired X-ray image resolution. (Map-
ping with< 5 nm spatial resolution as in Figure 34.8
is challenging (see Chapter 36 on the factors control-
ling spatial resolution)). Only the best intermediate-
voltage FEG instruments approach 1–2 nm, so a
5 nm probe would be a good start.

& Second, select a region of the X-ray spectrum that
you want to map (e.g., set a window around a prin-
cipal characteristic peak).

& Third, set a dwell time for the probe at each pixel
that will permit sufficient X-ray counts to be
acquired. Much more than a few seconds/pixel will
make the acquisition time rather long, and < 0.1 s is
only worthwhile if you have an intermediate-voltage
FEG. (The best aberration-corrected FEG-AEMs
can gather acceptable maps with dwell times of
< 10 ms/pixel.) But, unless you have access to one
of these instruments, start at about 1 s/pixel and
gather a 64�64 pixel map and this will take you
just over an hour. Do all the things we’ve told you
to maximize the count rate: large beam diameter,

large C2 aperture, and shortest (analog) pulse-pro-
cessing time (this will minimize the chances of the
processing electronics rejecting any of the few counts
that are generated in such short dwell time).

& Last, start the scan and allow the map to commence
building up on the computer display. If the intensity
is acceptable and useful gray-scale information is
obtained, it might be worthwhile to stop and re-
gather the map for a longer period of time, e.g., for
several hours, or even overnight, if it is a crucial map,
However, for such long mapping times, you’ll need
to apply drift-correction software so that the map
comes from the intended region of your specimen.
Also it is obviously paramount that your specimen
and AEM are clean, otherwise carbon contamina-
tion will build up to the point where the X-ray detec-
tion can be compromised, Also, as we’ve now told
you innumerable times, specimen damage/contami-
nation becomes an issue with longer scan times.

There are many other things you can do with the
quantitative-analysis software and, given the time
involved for even a simple qualitative map as just
described, it’s probably only worth doing fully quantita-
tive maps. So we’ll return to this technique in a lot more
detail after you’ve learned all the steps necessary to trans-
late the X-ray intensity into the elemental composition.

CHAPTER SUMMARY
One last time; doing the qualitative analysis first is not an option. The following steps are
essential

& Always be suspicious of any small peaks.
& Get an intense spectrum across the energy range that contains all the characteristic
peaks.

& Starting at the high-energy end of the spectrum, identify all the major peaks and any
associated family lines and artifacts.

& If in doubt, collect for a longer time to decide if the intensity fluctuations are in fact
peaks.

& Beware of pathological overlaps and be prepared to deconvolute any that occur.
& If you have the time, take a qualitative image using any crucial X-ray peaks.
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SELF-ASSESSMENT QUESTIONS
Q34.1 Why is it important to know the relative weights of characteristic X-ray family lines?

Q34.2 Why can’t we predict the relative weights of the lines in different X-ray families (e.g., the Ka/La ratio)
while we can predict the ratios within a family (e.g., Ka/Kb?)

Q34.3 Why should you identify the largest, high-energy X-ray peak first?
Q34.4 What factors determine whether or not an X-ray peak is visible?

Q34.5 What units give a good measure of the total efficiency of X-ray generation and detection?
Q34.6 Why should you do qualitative analysis anyhow?
Q34.7 What are the three kinds of resolution we worry about in XEDS analysis and how do they rank in

importance?
Q34.8 Why is careful bookkeeping so important when doing qualitative analysis?
Q34.9 Why is it essential to calibrate your XEDS display and how often should you do it?

Q34.10 Why is Ray Dolby equally applauded by TEM and audio enthusiasts?
Q34.11 Why is it necessary to define a minimum criterion for peak visibility?
Q34.12 State the minimum visibility criterion.
Q34.13 Why would you choose a 99% confidence limit for peak visibility rather than a lesser value and what

does this 99% confidence limit mean?
Q34.14 Why are you wasting your time if you gather spectra for very long times (such as overnight) in order to

maximize the counts in the spectrum?

Q34.15 Why are characteristic-peak overlaps described as ‘pathological’?
Q34.16 List a few key pathological overlaps that might affect you if you are a metallurgist.
Q34.17 Why do X-ray spectra get more complex as your specimens get higher in atomic number?

Q34.18 If you can’t conclusively identify a small peak in the spectrum, what should you do?
Q34.19 If you can’t conclusively identify a large peak in your spectrum, what should you do?
Q34.20 Can you think of an occasion when qualitative analysis might preclude the necessity for future

quantitative analysis?

TEXT-SPECIFIC QUESTIONS
T34.1 Using Figure 34.2 as a basis, list the key characteristics of each of the principal families of lines that we

see in XEDS spectra between 0 and 10 keV.

T34.2 Why don’t we see N X-ray lines?
T34.3 There isn’t an Fe Kb peak in Figure 34.5. Should you be concerned? If you are concerned, what should

you do to lower your blood pressure?
T34.4 If you acquire spectra from a Ni jet-polished disc, why does the NiKa/NiLa ratio vary as you move the

probe away from the thin edge surrounding the hole in the specimen?

T34.5 If you are analyzing an electropolished Al-Cu thin foil, why might the Cu signal increase substantially at

the thinnest edges of the foil? (Hint: go back and look at Chapter 10.)
T34.6 Why is it difficult to analyze spectra from transition elements adjacent to one another in the periodic

table, especially if the lower-Z transition metal is present in significantly greater amounts?
T34.7 When acquiring a qualitative spectrum from an unknown specimen, explain why you use as large a probe

size as possible.

T34.8 When acquiring a qualitative spectrum from an unknown specimen, explain why you use as short a time

constant as possible.
T34.9 When acquiring a qualitative spectrum from an unknown specimen, explain why you count for as long as

possible.
T34.10 No. 13 of Murphy’s Law of Microanalysis* states that ‘The probability of detecting argon in aluminum

decreases with time’. Justify the validity of this law. (*Copyright Kevex Inc.; reproduced with permission.)
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T34.11 Look at the spectrum in Figure 34.6 and explain why

& you cannot confuse the Si Ka peak with the Si internal fluorescence artifact peak?
& the Cu K and L lines are from the Cu support grid and not from Cu in the specimen?
& the Cu La peak is present but not the Fe La peak?
& the Ar peak is not an artifact? Explain from whence it came.
& the Ca Ka and Kb peaks (at 3.69 and 4.01 keV, respectively) are not, in fact, the Sn La and Lb peaks (at

3.66 and 4.13 keV)?
& the Ca Ka and Kb peaks are not in fact the Te La and Lb peaks (at 3.77 and 4.03 keV)?
& there are no detectable escape and sum peaks?

T34.12 Look at the following spectra (which are really two different ‘magnifications’ of the vertical (counts)
scale of the same spectrum to reveal both the small peaks and more intense peaks). This was taken from a
thin-foil specimen in a 200-keVAEMwith anATW-XEDSSi(Li) detector. Carry out a qualitative analysis
and identify unambiguously all the peaks labeled as #1–#12. When you have successfully finished the

qualitative analysis of the above spectrum, use DTSA and try to reproduce this same spectrum.

.
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35
Quantitative X-ray Analysis

CHAPTER PREVIEW

Now you’ve got an idea of how to acquire XEDS spectra and images from thin foils. You
understand what factors limit the useful information they may contain and what false and
misleading effects may arise. Also you know how to be very sure that a certain characteristic
peak is due to the presence of a certain element and the occasions when you may not be so
confident. Having obtained a spectrum or image that is qualitatively interpretable, it turns
out to be a remarkably simple procedure to convert that information into quantitative data
about the distribution of elements in your specimen; this is what we describe in this chapter.

This chapter is a little longer than the average. Youmay find that you can skip parts of it
as you work through it the first time. We have decided to keep the material together so as to
be a more useful reference when you are actually doing your analyses on your microscope.
This aspect of XEDS is poised to change significantly in the future and the prospects for
much improved quantification are hinted at and covered in detail in the companion text.

35.1 HISTORICAL PERSPECTIVE

Quantitative X-ray analysis in the AEM is a straightfor-
ward technique. What is surprising is that, given its
simplicity, relatively few users take the trouble to extract
quantitative data from their spectra, or produce quanti-
tative images, despite the fact that numerical data are
the basis for all scientific investigations. Before we
describe the steps for quantification, you should know
a little about the historical development of quantitative
X-ray analysis, because this will emphasize the advan-
tages of thin-foil analysis over analysis of bulk speci-
mens, which was in fact the driving force for the
development of the first commercial analytical TEMs.

Historically, X-ray analysis in electron-beam instru-
ments started with the study of bulk specimens in which
the electron beam was totally absorbed, as opposed to
‘thin’ specimens through which the beam penetrates.
The possibility of using X-rays generated by a focused
electron beam to give elemental information about the
specimen was first described by Hillier and Baker in
1944, and the necessary instrumentation was built sev-
eral years later by Castaing in 1951. In his extraordinary
Ph.D. dissertation, Castaing not only described the
equipment but also outlined the essential steps to obtain
quantitative data from bulk specimens. The procedures
that Castaing proposed still form the basis of the quan-
tification routines used today in the EPMA and may be
summarized as follows. Castaing assumed that the

concentration Ci of an element i in the specimen gener-
ates a certain intensity of characteristic X-rays. How-
ever, it is very difficult in practice to measure this
generated intensity so Castaing suggested that a
known standard of composition C(i) be chosen for ele-
ment i. We then measure the intensity ratio Ii/I(i)

Ii is the measured intensity emerging from (not gener-
ated within) the specimen.

I(i) is themeasured intensity emerging from the standard.

Castaing then proposed that, to a reasonable
approximation

Ci=CðiÞ ¼ ½K�Ii=IðiÞ (35:1)

where K is a sensitivity factor (not a constant) that
takes into account the difference between the generated
and measured X-ray intensities for both the standard
and the unknown specimen. The contributions to K
come from three effects

& Z The atomic number
& A The absorption of X-rays within the specimen
& F The fluorescence of X-rays within the specimen

The correction procedure in bulk analysis is often
referred to as the ZAF correction. The necessary calcu-
lations, which have been refined over the years since
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Castaing first outlined them, are exceedingly complex
and best handled by a computer. If you’re interested,
there are several standard textbooks available which
describe the ZAF and related procedures in detail, for
example, those by Goldstein et al. and by Reed.

It was soon realized that, if an electron-transparent
rather than a bulk specimen was used, the correction
procedure could be greatly simplified. To a first approx-
imation, in thin films, the A and F factors could be
ignored and only the Z correction would be necessary.
Furthermore, in thin specimens, the analysis volume
would be substantially reduced, giving a much better
spatial resolution. (We discuss this latter point in detail
in the next chapter.)

These two obvious advantages of thin-foil analysis
led to the development of the so-called Electron Micro-
scopeMicroAnalyzer (EMMA), pioneered by Duncumb
in England in the 1960s. Unfortunately, the EMMAwas
far ahead of its time, mainly because the WDS was the
only X-ray detector available. As we have seen back in
Chapter 32, the classic WDS is handicapped by its poor
collection efficiency, relatively cumbersome size, and
slow, serial operation. These factors, particularly the
poor efficiency, meant that a large probe size
(�0.2 mm) had to be used to generate sufficient X-ray
counts for quantification of the weak signal from thin
foils and, therefore, the gain in spatial resolution over
the EPMA was not so great. Also, the poor stability of
the WDS meant that it was necessary to measure the
beam current to make sure that the X-ray intensities
from both standard and unknown could be sensibly
compared. As a result of all these drawbacks, the
EMMA never sold well and the manufacturer (AEI)
soon went out of the EM business.

It is ironic that around this time the commercial
developments that would transform TEMs into viable
AEMs were all taking place. The XEDS detector was
developed in the late 1960s, and commercial TEM/
STEM systems appeared in the mid-1970s. However,
before the demise of the EMMAs, they were to play a
critical role in the development of the thin-foil analysis
procedures that, surprisingly, we still use today. The
EMMA at the University of Manchester, operated by
Graham Cliff and Gordon Lorimer, was re-fitted with
an XEDS system and they soon realized that the
pseudo-parallel collection mode, the greater collection
efficiency, and the improved stability of the XEDS
removed many of the problems associated with WDS
on the EMMA. Cliff and Lorimer (1975) showed that
quantification was possible using a simplification of
Castaing’s original ratio equation, in which there was
no need to incorporate intensity data from a standard,
but simply ratio the intensities gathered from two ele-
ments simultaneously in the XEDS. This finding revo-
lutionized thin-foil analysis and remains the basis for
most quantifications today.

35.2 THE CLIFF-LORIMER RATIO
TECHNIQUE

The basis for the Cliff-Lorimer technique is to rewrite
equation 35.1 as a ratio of two elements A and B in a
binary system. We have to measure the above-back-
ground characteristic intensities, IA and IB, simulta-
neously. This is trivial with an XEDS and, therefore,
there is no need to measure the counts from a standard

The weight percents of each element CA and CB can
then be related to IA and IB thus

CA

CB
¼ kAB

IA
IB

(35:2)

This equation is the Cliff-Lorimer equation and the
term kAB is often termed the Cliff-Lorimer factor. As
with K in equation 35.1, kAB is a sensitivity factor, not a
constant, so don’t be fooled by the use of this letter. The
k-factor varies according to your TEM/XEDS system
and the kV you choose. Because we are ignoring the
effects of absorption and fluorescence, kAB is related
only to the atomic-number correction factor (Z) in Cas-
taing’s original ratio equation. Now to obtain an abso-
lute value for CA and CB, we need a second equation
and, in a binary system, we simply assume that A and B
constitute 100% of the specimen, so

CA þ CB ¼ 100% (35:3)

We can easily extend these equations to ternary and higher
order systems by writing extra equations of the form

CB

CC
¼ kBC

IB
IC

(35:4)

CA þ CB þ CC ¼ 100% (35:5)

You should also note that the k-factors for different
pairs of elements AB, BC, etc., are related thus

kAB ¼
kAC

kBC
(35:6)

So long as you are consistent, you could define the
composition in terms of atomic %, or weight fraction
or any appropriate units. Of course the value of the
k-factor would change accordingly.

Remember that Cliff and Lorimer developed the
ratio approach to overcome the limitations of early

THIN SPECIMENS
We assume that the specimen is thin enough so that
we can ignore any absorption or fluorescence. This
assumption is called the ‘thin-foil criterion.’
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AEMs, particularly the low brightness of thermionic
sources, the small collection angle of early detectors,
electrical and mechanical instabilities (particularly the
beam current), and the tendency of the early AEMs to
contaminate the analysis area. Consequently, X-ray
count rates were very low, thus limiting quantification.
So it was very difficult to use the well-established, pure-
element standards approach developed over the preced-
ing 25 years for the EPMA because you’d have to keep
changing specimens to measure the standards. In doing
so, the probe current would change because, in a TEM,
you have to switch off the beam to stop the vacuum
changes burning out the gun (unlike in an EPMAwhere
you can measure the current in situ and also isolate the
gun automatically). Switching the gun on and off pre-
vents any meaningful comparison of standards and
unknowns. The ratio approach cancels out variations
in the probe current incident on the analysis area; such
variations arise from electron-gun/condenser-system
instabilities, drift, and contamination buildup. Despite
the fact that most of these problems have beenminimized
in modern AEMs, the ratio technique still remains the
only quantitative thin-film analysis software available on
commercial XEDS systems. Clearly, this is not an ideal
situation and after describing the Cliff-Lorimer method,
we’ll discuss the z-factor, an alternative, improved
approach, which combines the ease of application of the
ratio method with the more rigorous aspects of pure-
element (or other) thin-film standards (more about this
in the companion text). The z-factor method requires in-
situ measurement of the probe current, which, while
standard on EPMAs for almost 50 years, has still not
penetrated the design of commercial AEMs! So, despite
its vintage, the Cliff-Lorimer equation remains the basis
for quantitative analysis on all AEMs. Let’s see how we
use it in practice.

35.3 PRACTICAL STEPS FOR
QUANTIFICATION

First of all, you should try to use Ka lines, where possi-
ble, for the measured counts (I). (The Kb peak is com-
bined with the Ka if the two K peaks cannot be
resolved.) Use of L or M lines is more difficult because
of the many overlapping lines in each family, but may be
unavoidable if theKa lines are too energetic and go right
through your detector. (Think why you can’t use L orM
lines if the K lines are too weak for your detector.)

To gather characteristic X-ray intensities for
quantification

& Keep your specimen as close to 08 tilt as possible to
minimize spurious effects.

& If you have a wedge specimen, orient it so the thin
portion of the wedge faces the detector, to minimize
X-ray absorption (see Section 35.6).

& If the area of interest in your specimen is close to a
strong two-beam dynamical diffraction condition,
tilt it slightly to kinematical conditions.

& Accumulate enough counts in the characteristic
peaks, IA, IB, etc. As wewill see below, for acceptable
errors, there should ideally be at least 104 counts
above background in each peak.

While you can’t always obtain 104 counts in a rea-
sonable time before specimen drift, damage, or contam-
ination limits your analysis, you should always choose
the largest probe size which is consistent with maintain-
ing the desired spatial resolution, so you get most cur-
rent into your specimen. (Remember all the other ways
to maximize the X-ray count rate that we discussed in
Chapter 34.)

(The reason we worry a little about the diffraction
conditions is that anomalous X-ray generation can
occur across bend contours or whenever a diffracted
beam is strongly excited. This point is not too critical
because we quantify using a ratio technique. If the beam
has a large convergence angle, which is usually the case,
any diffraction effect is further reduced. However, we
will see in Section 35.9 that, under certain conditions,
there are some advantages to be gained from such crys-
tallographic effects.)

Having accumulated a spectrum under these condi-
tions, how do you quantify it? All you have to do is
measure the peak intensities IA, IB, etc., and then deter-
mine a value for the kAB factor. To determine the peak
intensities, you first have to remove the background
counts from the spectrum and then integrate the peak
counts. Both of these steps are accomplished by various
software routines in the XEDS computer system or in
DTSA. There are advantages and disadvantages to each
approach, so you should pick the one that is most suited
to your problem.

35.3.A Background Subtraction

Remember, as we saw back in Section 4.2.B, we are not
very precise in the terminology we use for the X-ray
background intensity, so it can be confusing. ‘Back-
ground’ refers to the counts under the characteristic
peaks in the spectrum displayed on your computer
screen. These X-rays are generated by the ‘bremsstrah-
lung’ or ‘braking-radiation’ process as the beam elec-
trons interact with the coulomb field of the nuclei in the
specimen. The intensity distribution of the bremsstrah-
lung decreases continuously as the X-ray energy
increases, reaching zero at the beam energy (go back

WT%
The convention is: define the units of composition as
wt%.
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and look a, Figure 4.6). Thus, the energy distribution can
be described as a ‘continuum,’ although as we’ve seen,
the phenomenon of coherent bremsstrahlung disturbs
this continuum.

Remember also that the generated bremsstrahlung
intensity is modified at energies below about 1.5 keV by
absorption within the specimen and the detector, so we
are usually dealing with a background in the spectrum
that looks something likeFigure 35.1. Thebest approach
to background subtraction depends on two factors

& whether the region of interest in your spectrum is in
the low-energy regime, where the intensity decreases
rapidly with decreasing energy.

& if the characteristic peaks you want to measure are
close together or isolated.

Window methods: In the simplest case of isolated
characteristic peaks superimposed on a slowly varying
background, you can easily remove the background
counts by drawing a straight line below the peak, and
defining the background intensity as that present below
the line, as shown in Figure 35.2. So you get the com-
puter first to define a ‘window’ in the spectrum spanning
the width of the peak, and then draw the line between

the background intensities in the channels just outside
the window. As with all spectral manipulations, this
method gives better results with more counts in the
spectrum. The background intensity variation is then
less noisy, so it is easier to decide where the peak ends
and the background begins and, furthermore, the back-
ground variation better approximates to a straight line.

Another, similarly primitive, approach involves
averaging the bremsstrahlung counts above and below
the characteristic peak by integrating the counts in two
identical windows on either side of the peak, as shown in
Figure 35.3. We then assume that the average of the two
intensities equals the background counts under the

TERMINOLOGY
We tend to use these three terms ‘background,’
‘bremsstrahlung,’ and ‘continuum’ interchangeably,
although strictly speaking they have these specific
meanings.

FIGURE 35.1. The theoretically calculated and experimentally observed

bremsstrahlung intensity distribution as a function of energy. Both curves

are similar until energies below �2 keV when absorption within the

specimen and the XEDS system reduces the detected counts. The best

method of background removal depends on where in the spectrum your

characteristic peaks are present.

FIGURE 35.2. The simplest method of estimating the background con-

tribution (B) to the counts in the characteristic peak (I); a straight line

drawn beneath the Cr Ka peak provides a good estimate, if the counting

statistics are good and the intensity approximates to a slowly varying

function of energy. There should be no overlap with any other character-

istic peak and the peak energy should be > �2 keV.

FIGURE 35.3. Background subtraction can be achieved by averaging the

bremsstrahlung counts in two identical windows (B1, B2) on either side of

the characteristic (Cr Ka and Kb) peaks. There should be no overlap with

any other characteristic peaks and the peak energy should be >2 keV.
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peak. This assumption is reasonable in the higher-
energy regions of the spectrum and when the specimen
is thin enough so that the bremsstrahlung is not
absorbed in the specimen. This absorption happens
because the bremsstrahlung X-rays with energies just
above the peak energy preferentially fluoresce the char-
acteristic-peak X-rays, resulting in a detectable reduc-
tion in the bremsstrahlung counts above the peak energy
compared to below.

When you use the two-window approach, you must
remember the window width you used, because identical
windows must be used when subtracting the back-
ground both in the unknown spectrum and in the spec-
trum from the known specimen that you will use to
determine the k-factor (see Section 35.4).

While the two techniques we just described have the
advantage of simplicity, you can’t always apply them to
real specimens because the spectral peaks may overlap.
Also, if the peaks lie in the low-energy region of the
spectrum where the background is changing rapidly
due to absorption, then neither of these two simple
methods gives a good estimate of the background and
more sophisticated mathematical approaches are
required. We’ll now discuss these methods.

Modeling the background: the bremsstrahlung distribu-
tion can be mathematically modeled, based on the expres-
sion developed by Kramers (1923). The number (NE) of
bremsstrahlung photons of energy E produced in a given
time by a given electron beam is given by Kramers’ law.

NE ¼ KZ
ðE0 � EÞ

E
(35:7)

Here Z is the average atomic number of the specimen,
E0 is the beam energy in keV, and E is the X-ray energy
in keV. The factor K in Kramers’ law actually takes
account of numerous parameters. These include

& Kramers’ original constant.
& The collection efficiency of the detector.
& The processing efficiency of the detector.
& The absorption of X-rays within the specimen.

All these terms have to be factored into the computer
calculation when you use this method of background
modeling.

Be wary when using this approach because Kramers
developed his law for bulk specimens. However, the
expression is still used in commercial software, and
seems to do a reasonable job.

Modeling the spectrum produces a smooth curve fit
that describes the shape of the complete spectrum. This
approach is particularly valuable if many characteristic
peaks are present, since then it is difficult to make local
measurements of the background counts by a window
method. Figure 35.4 shows an example of a spectrum
containing many adjacent peaks, with the background
counts estimated underneath all the peaks.

Filtering out the background: another mathematical
approach to removing the background uses digital fil-
tering. This process makes no attempt to take into
account the physics of X-ray production and detection
as in Kramers’ law. Rather it relies on the fact that the
characteristic peaks show a rapid variation of counts as
a function of energy (i.e., dI/dE is large), while the back-
ground exhibits a relatively small dI/dE. This approx-
imation is valid even in the region of the spectrum below
� 1.5 keV where absorption is strong. In the process of
digital filtering, the spectrum intensity is filtered by
convoluting it with another mathematical function.
The most common function used is a ‘top-hat’ filter
function, so called because of its shape. When the top-
hat filter is convoluted with the shape of a typical X-ray
spectrum, it acts to produce a second-difference spec-
trum, i.e. d 2I/dE 2 versus E. After the top-hat filter, the
background with small dI/dE is transformed to a linear

OPTIMUM WINDOW
The typical choice of window width is FWHM, but
this throws away a substantial amount of the counts
in the peak. FWTM gives better statistics, but incor-
porates more bremsstrahlung than characteristic
counts; 1.2(FWHM) is the optimum window.

FIGURE 35.4. The bremsstrahlung intensity modeled using Kramers’

law, modified by Small to include the effects of absorption of low-energy

X-rays in the specimen and the detector. This method is useful when the

spectrum contains many overlapping peaks, particularly in the low-

energy range, such as the Cu La and the Mg and Al Ka lines shown in

this spectrum (based on Chapter 34, can you determine which peak is

which?).

TOO THICK?
If you see this bremsstrahlung absorption effect in
your spectrum, your specimen is too thick for Cliff-
Lorimer quantification.
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function with a value of zero (thus it is ‘removed’), while
the peaks with large dI/dE, although distorted to show
negative intensities in some regions, are essentially
unchanged as far as the counting statistics are
concerned. Figure 35.5A shows schematically the prin-
ciple behind the filtering process and Figure 35.5B,C
shows an example of a spectrum before and after digital
filtering.

In summary, you can remove the background by
selecting appropriate windows to estimate the counts
in the peak, or use one of two mathematical-modeling
approaches. The window method is generally good
enough if the peaks are isolated and on a linear portion
of the background. The mathematical approaches are
most useful for multi-element spectra and/or those con-
taining peaks below � 1.5 keV. You should choose the
method that gives you the most reproducible results
(check this on a specimen for which you know the
composition).

After removing the background, you have to inte-
grate the peak intensities IA, IB, etc.

35.3.B Peak Integration

If you used a window method of background estima-
tion, then the peak counts are obtained simply by sub-
tracting the estimated background counts from the total
counts in the chosen window. Therefore, if the computer
drew a line under the peak as in Figure 35.2 then the
peak intensity is that above the line.

& If you chose, e.g., an ideal window of 1.2 FWHM
and averaged the background on either side of the
peak then the average value must be subtracted from
the total counts in the 1.2 FWHM window; always
use the same window width for B and I.

BACKGROUND REMOVAL
You must always take care to apply the same back-
ground-removal process to both the standard and the
unknown.

(A)

(B)

(C)

FIGURE 35.5. (A) Digital filtering involves convolution of a top-hat

filter function with the acquired spectrum. To obtain the filtered spec-

trum, each channel has the top-hat filter applied to it. The channels on

either side of that being filtered (#8 in this case) are multiplied by the

appropriate number in the top-hat function. So channels 1–5 and 11–15

are multiplied by –1 and channels 6–10 by +2. The sum of the multi-

plications is divided by the total number of channels (15) and allotted to

channel #8 in the filtered spectrum at the bottom. The digital filtering

process in (A) applied to a spectrum from biotite (B) results in the filtered

spectrum (C) in which the background intensity is zero at all places, and

the characteristic peaks remain effectively unchanged.
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& If you used a Kramers’ law fit, the usual method of
peak integration is to get the computer to fit the peak
with a slightly modified Gaussian, and integrate the
total counts in the channels under the Gaussian.

& If a digital filter was used, you have to compare the
peaks with those that were taken previously from
standards, digitally filtered, and stored in a library
in the computer. The library peaks are matched to
the experimental peaks via a multiple least-squares
fitting procedure and the counts determined through
calculation of the fitting parameters.

Each of the two curve-matching processes is rapid.
Each can be used to deconvolute overlapping peaks and
each uses all the counts in the peak. The Kramers-law fit
and the digital filter have much wider applicability than
the simple window methods. However, these computer
processes are not invariably the best, nor are they with-
out error.

The Gaussian curve fitting must be flexible enough
to take into account several variables

& The peakwidth can change as a function of energy or
as a function of count rate.

& The peak distortion due to incomplete charge collec-
tion can vary.

& There may be an absorption edge under the charac-
teristic peak if your specimen is too thick.

The creation of a library of spectra gathered under
conditions that match those liable to be encountered
during analysis (particularly similar count rates and
dead times) is a tedious exercise. However, you do get
a figure of merit for the ‘goodness of fit’ between the
unknown spectrum and the standard. Usually, a w2 value
is given which has no absolute significance, but is a most
useful diagnostic tool. Typically, the w2 value should be
close to unity for a good fit, although a higher valuemay
merely indicate that some unidentified peaks were not
accounted for during the matching process. What you
have to watch out for is a sudden increase in w2 com-
pared with previous values. This indicates that some-
thing has changed from your previous analyses. Perhaps
your standard is not giving a good fit to the experimen-
tal spectrum and either a new library spectrum needs to
be gathered or the experimental peak should be looked
at carefully. For example, another small peak may be
hidden under the major peak and would need to be
deconvoluted from the major peak before integration
proceeds. If you suspect a poor fit, you should make the
computer display the ‘residuals,’ that is the counts
remaining in the spectrum after the peak has been inte-
grated and removed. As shown in Figure 35.6, you can
easily see if a good fit was made (Figure 35.6A) or if the
library peak and the experimental peak do not match
well (Figure 35.6B).

Any of the above methods is valid for obtaining
values of the peak counts. They should all result in the
same answer when used to quantify an unknown spec-
trum, so long as you apply the samemethod consistently
to both the standard and the unknown.

Statham has reviewed the limitations of extracting
peak intensities from X-ray spectra, with particular
emphasis on low-keV lines. While aimed primarily at
the EPMA community, almost all the issues in this
paper are relevant to thin-film quantification.

(A)

(B)

FIGURE 35.6. (A) A filtered Cr K-line family spectrum showing the

residual background counts after the peaks have been removed for inte-

gration. The approximately linear residual intensity distribution indicates

that the peaks matched well with the library standard stored in the

computer. (B) A similar filtered spectrum showing the distorted residual

spectrum characteristic of a poor fit with the library standard.

c2 OR CHI-SQUARED
Don’t fear the math or the statistics. You’ll rarely
ever need to repeat it but you should know what your
software is doing.
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Having obtained the peak counts, the next step is to
insert the values into the Cliff-Lorimer equation and
know the correct value of the k-factor. So we now
need to discuss the various ways to obtain kAB.

35.4 DETERMINING k-FACTORS

Remember that the k-factor is not a constant. It is a
sensitivity factor that will vary not only with the X-ray
detector, the microscope, and the analysis conditions,
but also with your choice of background subtraction
and peak-integration methods. So values of k-factors
can be sensibly compared only when they were obtained
under identical conditions. We will return to this point
at the end of this section when we look at various sets of
k-factors published in the literature. There are two ways
you can determine k-factors

& Experimental determination using standards.
& Calculation from first principles.

The first method is slow and laborious but gives the
most accurate values. The second method is quick and
painless but the results are less reliable. You might
wonder—can k-factors even depend on the previous
user of the TEM?

35.4.A Experimental Determination of kAB

If you have a thin specimen of known composition, CA,
CB etc., then all you have to do, in principle, is place that
specimen in themicroscope, generate a spectrum, obtain
values of IA, IB, etc., and insert those values in the Cliff-
Lorimer equation 35.2. Since you know CA and CB the
only unknown is kAB. However, there are several pre-
cautions that you must take before this procedure can
be used

& The standardmust be a well-characterized specimen,
and it is usually best if it is single phase.

& The standard must be capable of being thinned to
electron transparency. Ideally, when the specimen is
thin there should be no significant absorption or
fluorescence of the X-rays from the elements A, B,
etc., that you wish to analyze.

& You must be sure that the thinning process did not
induce any chemical changes (this is discussed in
some detail in Chapter 10).

& It must be possible to select thin regions that are
characteristic of the chemistry of the bulk specimen.

& Youmust be sure that the thin foil is stable under the
electron beam at the voltage you intend to use for
analysis.

This last point may often be the limiting factor in
your choice of standards because, as we saw in Section
4.6, you have to take care to avoid not only direct
knock-on damage, but also sputtering effects, which
occur at voltages substantially below the threshold for
direct atom displacement. Obviously, both these prob-
lems become greater as the beam voltage increases.

TheNational Institute of Standards and Technology
(NIST) has issued a thin standard containing the ele-
ments Mg, Si, Ca, and Fe and O (SRM #2063 and
subsequently #2063A). Unfortunately, X-rays from
the lighter elements in this standard film are absorbed
significantly in the film, and also in the detector and so a
correction to the measured k-factor is necessary and
NIST has not re-issued the standard.

It is best to use your own judgment in choosing
standards, and also make use of the knowledge gained
in previous k-factor studies.

Cliff and Lorimer’s approach using mineral stan-
dards had three advantages.

& Crushing is an easy way tomake thin flakes and does
not affect the chemistry.

& The mineral stoichiometry is usually well known.
& The minerals chosen all contained Si, thus permit-
ting the creation of a whole series of kASi factors.

The drawbacks are that the mineral specimens often
contain more than one phase, or may be naturally non-
stoichiometric. Clearly, some prior knowledge of the
mineralogy of the specimen is essential in order to be
able to select the right spectrum to use as a standard.
Also Si KaX-rays at�1.74 keV are liable to be absorbed
in the XEDS detector, so there may be a systematic
difference in k-factors determined with different detec-
tors. Finally, silicate minerals often exhibit radiolysis
i.e., chemical changes due to beam-induced breaking
of bonds.

Several alternative approaches have been proposed
that attempt to avoid the problems with kASi

k-FACTOR VERSUS z FACTOR
There are no generally accepted standards that meet
all the above criteria for ideal k-factor determination,
which is a major limitation to this approach and is
overcome by the pure-element standards used in the
z-factor method, which we describe later.

GLASS STANDARDS
Can be made completely homogeneous. Reproduci-
ble (one batch). No channeling complications.
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& Wood et al. generated a series of kAFe factors to
overcome the Si absorption and the beam-sensitivity
problems.

& Graham and Steeds used crystallized microdroplets
which were routinely thin enough and retained their
stoichiometry.

& Kelly used rapidly solidified droplets for the same
reasons.

& Sheridan demonstrated the value of the NIST multi-
element glasses.

& NIST created its own standard multi-element glass,
as already noted.

Note also that there has been no new systematic
determination of k-factors for many years, indicating
the mature nature of the k-factor approach. But remem-
ber that you need factors for your TEM, your kV, etc.

In all cases, the bulk chemistry of the k-factor stan-
dard has to be determined by some technique with
known accuracy, such as EPMA, atomic-absorption
spectroscopy, or wet chemistry. Since all these tech-
niques analyze relatively large volumes of material, it
is best that the standard be single phase. However,
because none of these techniques can determine if the
specimen is homogeneous on a sub-micrometer scale,
the only way to find out the level of homogeneity is to
carry out many analyses within the AEM to confirm
that any variation in your answer is within the expected
X-ray statistical fluctuations.

Each spectrum should contain sufficient counts in
the peaks of interest to ensure that the errors in the k-
factor determination are at least less than �5% relative
and, if possible, less than � 3%. So, now we need to
consider the errors associated with the X-ray spectra.

35.4.B Errors in Quantification: The Statistics

An unfortunate aspect of the simple Cliff-Lorimer ratio
equation is that it has relatively large errors associated
with it. The very nature of the thin foil minimizes the
problems of absorption and fluorescence, but also gen-
erates relatively few X-ray photons per incident elec-
tron, compared with bulk specimens. This effect is
compounded by the small collection angle of the
XEDS detector and the end result is that poor counting

statistics are the primary source of error in most AEM
quantifications. The best way you can limit these errors
is to use higher-brightness sources, large electron
probes, and thicker specimens (unless absorption is a
problem, or spatial resolution is paramount) and, of
course, Cs-correction of the probe helps. In any case
you should be prepared to count for a long time, assum-
ing that specimen drift and/or contamination don’t
compromise your data.

The rest of this section is pure statistics. If you know
it, then jump ahead.

Given that our characteristic peak is Gaussian, then
the standard deviation s is obtained from

s ¼ N
1
2 (35:8)

where N is the number of counts in the peak above the
background. For a single measurement, there is a 67%
chance that the measured value ofNwill be within 1s of
the true value ofN. This chance increases to 95% for 2s
and 99.7% for 3s. If we use the most stringent condi-
tion, then the relative error in any single measurement is

Relative Error ¼ 3N
1
2

N
100% (35:9)

Clearly, the error decreases as N increases and hence,
the emphasis throughout this chapter on the need to
maximize the X-ray counts gathered in your spectra.
Since the Cliff-Lorimer equation uses an intensity
ratio, we can get a quick estimate of the error by sum-
ming the errors in IA, IB, and kAB to give the total error
in the composition ratio CA/CB.

Summing the errors in fact gives an overestimate of
the error. Strictly speaking, we should add the standard
deviations of the various terms in the Cliff-Lorimer
equation in quadrature to give the standard deviation
in the composition-ratio measurement sC using the
expression

sC

CA=CB

� �2

¼ skAB

kAB

� �2

þ sIA

IA

� �2

þ sIB

IB

� �2

(35:10)

So we can determine the error for each datum point in
this manner. If we are determining the composition of a
single-phase region (for example, when determining a
k-factor) then we can reduce the error by combining

DETERMINING k-FACTORS
A typical k-factor determination involves taking
many spectra from different parts of the thin-foil
standard. You must check both the homogeneity
and the stability of the specimen. This is very time
consuming, which is why so few analysts bother to do
it properly.

GAUSSIAN STATISTICS
Experimental results show that the X-ray counts in
the spectrum obey Gaussian statistics. Hence, we can
apply simple statistics to deduce the accuracy of any
quantification.
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the results from n different measurements of the inten-
sity ratio IA/IB. The total absolute error in IA/IB at a
given confidence limit is obtained using the student’s t
distribution. For example, in this approach the error is
given by

Absolute Error ¼ t95ð Þn�1S
n
1
2

(35:11)

where t95
n–1 is the student’s t value at the 95% confi-

dence limit for n measurements of kAB. You can find
lists of student’s t values in any statistics text (see, e.g.,
Larsen and Marx) or on the Web (e.g., URL #1).
Obviously, you could choose a lower or higher confi-
dence level. S is the standard deviation for n measure-
ments where

S ¼
Xn
n¼1

Ni �Nð Þ2

n� 1

 !1=2

(35:12)

So by increasing the number of measurements n, you
can reduce the absolute error in kAB. With enough
measurements and a good homogeneous specimen,
you can reduce the errors in the value of kAB to �1%,
as we will see in the example below. However, remember
that this figure must be added to the errors in IA and IB.
From equation 35.8 it is easy to determine that if we
accumulate 10,000 counts in the peak for elementA then
the error at the 99% confidence limit is [3 (10,000)1/2/
10,000]�100%, which is �3%. Using equation 35.10
and a similar value for IB you get a total error in
CA/CB of ��4.5%. Now you see again why ‘counts,
counts, and more counts’ is the mantra for thin-foil
analysts.

If you take the time to accumulate 100,000 counts
for IA and IB the total error is reduced to ��1.7%,
which represents about the best accuracy that can be
expected for quantitative XEDS analysis in the AEM.
This is an accuracy that almost no one ever takes the
time to achieve.

It is appropriate here to go through an illustration of
a kAB determination using experimental data. Before
deciding that a particular specimen is suitable, it should
be checked for its level of homogeneity: there is a well-
established criterion for this. If we take the average
value N of many composition determinations, and all
the data points fall within �3(N)1/2 of N then the speci-
men is homogeneous. In other words, this is our defini-
tion of ‘homogeneous.’ There are more rigorous
definitions but the general level of accuracy in thin-foil
analysis is such that there is no need to be so stringent.

An example: A homogenized thin foil of Cu-Mn
solid solution was used to determine kCuMn. The
specimen was first analyzed by EPMA and found
to be 96.64 wt% Cu and 3.36 wt% Mn. Since our

accuracy is increased by collecting many spectra, a
total of 30 were accumulated (n=30 in equation
35.12). In a typical spectrum the Cu Ka peak con-
tained 271,500 counts above background and the
Mn Ka peak contained 10,800 counts. So if we
insert these data into the Cliff-Lorimer equation
we get

96:67

3:36
¼ kCuMn

271,500

10,800

kCuMn ¼ 1:14:

To determine an error on this value of the k-factor,
equation 35.11 must be used. The student’s t anal-
ysis of the k-factors from the other 29 (yes 29!)
spectra gives an error of � 0.01 for a 95% con-
fidence limit. This error of about �1% relative is
about the best that can be achieved using the
experimental approach to k-factor determination,
but remember that 30 individual spectra had to be
accumulated from different regions of a well-char-
acterized thin foil.

So it takes a real effort to get quantitative data with
errors < � 5–10% relative. Bear this in mind when you
read any paper in which compositions are given to better
than a rounded � 5% (such as the EPMA data in our
own example).

Tables 35.1 and 35.2 summarize many of the avail-
able k-factor data in the published literature. You
should go and read the original papers, particularly if
you want to find out what standards and what condi-
tions were used in their determination.

35.4.C Calculating kAB

While it is clear that many of the values in these k-factor
tables are very similar, the differences cannot be

STUDENT’S t DISTRIBUTION
More statistics but with much more interesting
origins.

THIN-FOIL COMPOSITIONS
Any thin-foil composition data given with decimal
points must be really scrutinized to see if they were
obtained via a procedure such as that outlined here.

Otherwise they are just plain wrong.
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TABLE 35.1 Experimentally Determined kASi and kAFe Factors for Ka X-rays

Element (A)

kASi (1)

100 kV

kASi (2)

100 kV

kASi (3)

120 kV

kASi (4)

80 kV

kASi (5)

100 kV

kASi (5)

200 kV

kAFe (6)

120 kV

kASi (7)

200 kV

Na 5.77 3.2 3.57 � 0.21 2.8 � 0.1 2.17 2.42 3.97 � 2.32

Mg 2.07 � 0.1 1.6 1.49 � 0.007 1.7 � 0.1 1.44 1.43 1.02 � 0.03 1.81 � 0.18

Al 1.42 � 0.1 1.2 1.12 � 0.03 1.15 � 0.05 0.86 � 0.04 1.25 � 0.16

Si 1.0 1.0 1.0 1.0 1.0 1.0 0.76 � 0.004 1.00

P 0.99 � 0.016 0.77 � 0.005 1.04 � 0.12

S 1.08 � 0.05 1.008 0.989 0.83 � 0.03 1.06 � 0.12

Cl 0.994 0.964 1.06 � 0.30

K 1.03 1.12 � 0.27 1.14 � 0.1 0.86 � 0.014 1.21 � 0.20

Ca 1.0 � 0.07 1.06 1.15 � 0.02 1.13 � 0.07 0.88 � 0.005 1.05 � 0.10

Ti 1.08 � 0.07 1.12 1.12 � 0.046 0.86 � 0.02 1.14 � 0.08

V 1.13 � 0.07 1.3 � 0.15 1.16 � 0.16

Cr 1.17 � 0.07 1.18 1.46 � 0.03 0.90 � 0.006

Mn 1.22 � 0.07 1.24 1.34 � 0.04 1.04 � 0.025 1.24 � 0.18

Fe 1.27 � 0.07 1.30 1.30 � 0.03 1.48 � 0.1 1.0 1.35 � 0.16

Co 0.98 � 0.06 1.41 � 0.20

Ni 1.47 � 0.07 1.48 1.67 � 0.06 1.07 � 0.006

Cu 1.58 � 0.07 1.60 1.59 � 0.05 1.72 1.50 1.17 � 0.03 1.51 � 0.40

Zn 1.68 � 0.07 1.74 1.55 1.19 � 0.04 1.63 � 0.28

Ge 1.92 1.91 � 0.54

Zr 3.62 � 0.56

Nb 2.14 � 0.06

Mo 4.3 4.95 � 0.17 3.8 � 0.09

Ag 8.49 12.4 � 0.63 9.52 � 0.07 6.26 � 1.50

Cd 10.6 9.47 6.2

In 7.99 � 1.80

Sn 10.6 8.98 � 1.48

Ba 29.3 17.6 21.6 � 2.6

TABLE 35.2 Experimentally Determined kASi and kAFe Factors for L X-rays

Element (A)

kASi (8)

100 kV

kASi (5)

100 kV

kASi (5)

200 kV

kASi (9)

100 kV

kAFe (6)

120 kV

kASi (7)

200 kV

Cu 8.76 12.2

Zn 6.53 6.5 8.09 � 0.80

Ge 4.22 � 1.48

As 3.60 � 0.72

Se 3.47 � 1.11

Sr 1.21 � 0.06

Zr 1.35 � 0.1 2.85 � 0.40

Nb 0.9 � 0.06

Mo 2.0

Ag 2.32 � 0.2 1.18 � 0.06 2.80 � 1.19

In 2.21 � 0.07 2.86 � 0.71

Cd 2.92 2.75

Sn 3.07 � 0.2

Ba 3.38 2.94 3.36 � 0.58

Ce 1.4

Sn 3.1 � 0.2 1.3

W 3.11 � 0.2 1.8 3.97 � 1.12

Au 4.19 � 0.2 4.64 3.93 3.1 � 0.09 4.93 � 2.03

Pb 5.3 � 0.2 4.85 4.24 2.8 5.14 � 0.89

All L-line k-factors use the total L counts from the La and Lb lines.

Sources: (1) Cliff and Lorimer (1975), (2) Wood et al. (1981), (3) Lorimer et al. (1977), (4) McGill and Hubbard (1981), (5) Schreiber and Wims (1981), (6) Wood et al.

(1984), (7) Sheridan (1989), (8) Goldstein et al. (1977), (9) Sprys and Short (1976).
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accounted for by X-ray statistics alone. Some of the
differences arise due to the choice of standard and the
reproducibility of the standard. Other differences arise
because the data were obtained under different condi-
tions, such as different peak-integration routines.
Therefore, the point made at the beginning of this sec-
tion is worth repeating: the k-factors are not standards;
they are sensitivity factors.

The only conditions under which you can expect the
k-factors obtained on different AEMs to be identical are
if you use the same standard at the same accelerating
voltage, same detector configuration, same peak inte-
gration, and same background-subtraction routines.
Even then there will be differences if one or more of
the measured X-ray lines are not gathered by the detec-
tor with 100% efficiency; the X-ray may be either
absorbed by the detector or it may be too energetic
and pass straight through the detector.

You may not be able to obtain a suitable standard.
For example, youmight be working in a system in which
no stoichiometric phases exist. You might not need a
standard because accuracy might not be critical but you
still need a quick analysis. Under such circumstances
you can calculate an approximate k-factor. The pro-
grams necessary to calculate kAB are stored in the
XEDS computer and will give you a value of k in a
fraction of a second. The calculated value should be
accurate to within�20% relative. This level of accuracy
might be all you need to draw a sensible conclusion
about the material you are examining (in which case,
you can almost rely on a simple peak-height measure-
ment). In general, if you can avoid the tedious experi-
mental approach, then do so.

The expression for calculating the k-factor from first
principles is derived in the paper byWilliams and Gold-
stein. The derivation gives a good illustration of the
relationship between bulk and thin-film analysis, and
provides insight into the details of X-ray interactions
with solids. However, at this stage you don’t need to
know the details of this derivation so we’ll simply state
the final expression

kAB ¼
1

Z
¼ Qoað ÞBAA

Qoað ÞAAB
(35:13)

The subscripts A, B denote the elements A, B of atomic
weight AA and AB. This expression derives from the
physics of X-ray generation. An electron passing close

to an atom in the specimen has first to ionize that atom
and this is governed by QA, the ionization cross section
(sometimes given bys; go back and check equation 4.1).
An ionized atom does not necessarily give off a char-
acteristic X-ray when it returns to ground state and the
fraction of ionizations that do generate an X-ray is
governed by the fluorescence yield for the characteristic
X-rays, oA (go back and check equation 4.6) The
remaining term ‘a’ is the relative-transition probability.
This term takes account of the fact that if a K-shell
electron is ionized and returns to ground state through
X-ray emission, it can emit either aKa orKbX-ray. You
may remember that we listed the relative weights of the
various K, L, andM families of X-ray lines in Table 4.1.

As we mentioned at the start of the discussion on
quantification, the Cliff-Lorimer k-factor for thin-foil
analysis is related to the atomic-number correction fac-
tor (Z) for bulk specimen analysis. From equation
35.13, we can easily see what experimental factors deter-
mine the value of k

& The accelerating voltage is a variable since Q is
strongly affected by the kV.

& The atomic number affects o, A, and a.
& The choice of peak-integration method will also
affect a.

Therefore, in order to calculate and compare differ-
ent k-factors, it is imperative to define these conditions
very clearly, as we have taken pains to emphasize.

Equation 35.13 assumes that equal fractions of the
X-rays generated by elements A and B are collected and
processed by the detector. This assumption will only be
true if the same detector is used and the X-rays are
neither strongly absorbed by, nor pass completely
through, the detector. However, as we have already
seen in Chapter 32, X-rays below � 1.5 keV are
absorbed significantly by Be window and X-rays
above �20 keV pass through a 3 mm Si detector with
ease. Under these circumstances, it is necessary to mod-
ify the k-factor expression, equation 35.13, in the fol-
lowing manner

kAB ¼
1

Z
¼ Qoað ÞA

Qoað ÞB
AB

AA

eA
eB

(35:14)

THE k-FACTOR CALCULATION
Elements A and B; atomic weight AA and AB

Ionization cross sections QA and QB

Fluorescence yield oA and oB

Relative transition probability, a
Detector efficiency, eA and eB

QUICK
Calculating k-factors is the recommended approach
when a quick answer is required and the highest
accuracy is not essential.
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The symbol e represents simply a detector efficiency
term plotted back in Figure 32.7 that we can write as
follows.

eA ¼ exp �m
r

�A
Be

rBetBe

 !
exp �m

r

�A
Au

rAutAu

 !

exp �m
r

�A
Si

rSitSi

 !
1� exp �m

r

�A
Si

rSit
0
Si

 !( )

(35:15)

The first term accounts for absorption (via the mass
absorption coefficients, m/r) of X-rays from element A
passing through the Be window. It should of course be
modified for different windows and it disappears for
windowless detectors. The second term covers absorp-
tion in the Au contact layer and the third term accounts
for the Si dead layer. These two terms will have different
values for different contact elements, IG dead layers,
and SDDs which have very thin dead layers and side
contact layers. The last term adjusts the k-factor for X-
rays that do not deposit their energy in the active region
of a detector which has density r and thickness t0. Typi-
cal values of t0 (� 3mm for Si(Li) and IG but� 1mm for
SDDs) were discussed in Chapter 32. An IG detector
will more efficiently stop high-energy X-rays, since it is
designed to detect them preferentially, while an SDD
will be less efficient since it is generally much thinner
than a Si(Li) or IG. In fact, much of the effort over the
last 20 years to improve detector technology that we
discussed in detail in Chapter 32, minimizes the effects
of equation 35.15 on the k-factor.

While equations 35.14 and 35.15 are simple for a
computer to solve, the values that have to be inserted in
the equations for the various terms are not always well
known, or cannot bemeasured accurately. For example,
we do not know the best value ofQ for many elements in
the range of voltages typically used in the AEM
(100–400kV).Thereare considerabledifferencesofopin-
ion in the literature concerning the best way to choose a
value forQ. The twomajor approaches used are

& Assume various empirical parameterization pro-
cesses (e.g., Powell).

& Interpolate values of Q to give the best fit to experi-
mental k-factors (Williams et al.).

The other major variable in equation 35.15 is the Be-
window thickness which is nominally 7.5 mm but in
practice may be 3–4� thicker. Tables 35.3A and 35.3B
list calculated k-factors obtained using various expres-
sions for Q. As you can see, the value of k may easily
vary by >�10%, particularly for the lighter and the
heavier elements. This variation is due to the uncertain-
ties in the detector-efficiency terms in equation 35.14.
The values of kAB for the L lines are even less accurate

than for the K lines mainly because the values of Q for
the L lines are somewhat speculative. There are no data
available for calculated k-factors for M lines. Under
these circumstances, experimental determination is the
only approach (or choose different materials to study).
This point again emphasizes the advantages of K-line
analysis where possible. If you are unfortunate enough
to have heavy elements (say Z > 60) in your specimen,
the L or M lines, which may be the strongest in a
spectrum from a Si(Li) detector, will undoubtedly give
rise to greater errors than theK lines, whichmay only be
detectable with an IG system.

TABLE 35.3A Calculated kAFe Factors for Ka X-rays Using
Different Theoretical Cross Sections

Element A kMM* kGC* kP* kBP* kSW* kZ*

Na 1.42 1.34 1.26 1.45 1.17 1.09

Mg 1.043 0.954 0.898 1.03 0.836 0.793

Al 0.893 0.882 0.777 0.877 0.723 0.696

Si 0.781 0.723 0.687 0.769 0.638 0.623

P 0.813 0.759 0.723 0.803 0.671 0.663

S 0.827 0.776 0.743 0.817 0.688 0.689

K 0.814 0.779 0.755 0.807 0.701 0.722

Ca 0.804 0.774 0.753 0.788 0.702 0.727

Ti 0.892 0.869 0.853 0.888 0.807 0.835

Cr 0.938 0.925 0.917 0.936 0.887 0.909

Mn 0.98 0.974 0.970 0.979 0.953 0.965

Fe 1.0 1.0 1.0 1.0 1.0 1.0

Co 1.063 1.069 1.074 1.066 1.096 1.079

Ni 1.071 1.085 1.096 1.074 1.143 1.23

Cu 1.185 1.209 1.227 1.19 1.31 1.24

Zn 1.245 1.278 1.305 1.255 1.44 1.32

Mo 3.13 3.52 3.88 3.27 3.84 3.97

Ag 4.58 5.41 6.23 4.91 5.93 6.28

TABLE 35.3B Calculated kAFe Factors for L X-rays Using
Different Theoretical Cross Sections

Element kMM* kP* kBP* kSW* kZ*

Sr* 1.73 1.33 1.32 1.64 1.39

Zr* 1.62 1.26 1.24 1.51 1.33

Nb* 1.54 1.21 1.18 1.43 1.28

Ag* 1.43 1.16 1.09 1.26 1.26

Sn 2.55 2.09 1.93 2.21 2.30

Ba 2.97 2.52 2.25 2.49 2.83

W 3.59 3.37 2.68 2.80 3.88

Au 3.94 3.84 2.94 3.05 4.43

Pb 4.34 4.31 3.05 3.34 4.97

All L-line k-factors use the total L counts from the La and Lb lines.

Cross sections used in the calculations are: MM (Mott-Massey); GC (Green-

Cosslett); P (Powell); BP (Brown-Powell); SW (Schreiber-Wims); Z (Zaluzec).

AFTER A SERVICE
If your detector is replaced or serviced, which is not
an unusual occurrence on an AEM, then the new
detector parameters must be inserted into the
software.
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The combination of uncertainties in Q and in the
detector parameters is the reason why calculated k-fac-
tors are not very accurate, usually no better than
�10–20% relative. The computer system attached to
the AEM should have predetermined values of all the
terms in equations 35.14 and 35.15 stored in its memory.
You don’t usually have control over which particular
parameters are being used. However, you should at least
find out from your technical support the sources of the
values ofQ,o, and a in your computer. You should then
carry out a cross-check calculation with a known speci-
men to ensure that the calculated k-factor gives a rea-
sonable answer.

We cannot recommend a best set of values for Q,
o, and a, but the values of Q given by Powell, o from
Bambynek et al., and a from Schreiber and Wims
have often been used. Also we can’t give you specific
detector parameters, so you should read the literature
from your XEDS manufacturer. The values of m/r
that are still widely accepted are those determined
by Heinrich although there is still considerable uncer-
tainty in m/r values for low-energy X-rays from the
lighter elements. If you use the DTSA program from
NIST (see Section 1.6), you may find that it predicts
a worse value.

Figure 35.7A and B shows a comparison of the two
methods of k-factor determination. The experimental
data are shown as individual points with error bars
and the solid lines represent the range of calculated
k-factors, depending on the particular value of Q used
in equation 35.14. The relatively large errors possible in
the calculated k-factors are clearly seen and comparison
of theK-line data in Figure 35.7Awith the L-line data in
Figure 35.7B again emphasizes the advantages of using
K lines for the analysis where possible. Similar data for
M lines are almost non-existent.

We can summarize the k-factor approach to analysis
in the following way

& The Cliff-Lorimer equation has the virtue of simplic-
ity; all you have to do is specify all the variables and
treat the standard and unknown in an identical
manner.

& You are better off calculating kAB if you prefer speed
to accuracy; experimental determination is best if
you wish to have a known level of confidence in the
numbers that you produce.

35.5 THE ZETA-FACTOR METHOD

The Cliff-Lorimer ratio method is > 30 years old and,
while it is simple in concept, the need for a k-factor
combined with the difficulties of finding the right stan-
dard specimen, and calculating an accurate enough k-
factor to solve a specific problem are significant limiting
factors. These can be overcome if, instead of using a
ratio method, we go back to the fundamentals of X-ray
analysis as originally developed for the EPMA (based
on equation 35.1) wherein pure-element standards are
used. Pure-element standards have the distinct advan-
tages of being easy to fabricate and they don’t change
composition during thinning or under beam damage.
This approach, developed by Watanabe and Horita in
Japan, is termed the zeta (z) factor method. A review of
the development of the method and the pros and cons of

BLACK BOXES
All software packages use preset values in their cal-
culations and these may vary from package to
package.

FIGURE 35.7. (A) Experimental kAFe factors as a function of X-ray

energy for the Ka X-rays from a range of elements A with respect to Fe.

The solid lines represent the spread of calculated k-factors using different

values for the ionization cross section. (B) Similar data to (A) for La lines

from relatively high-Z elements. The errors in the calculated values of k

are large, reflecting the uncertainties in L-line ionization cross sections.
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z-factors versus k-factors was given by Watanabe and
Williams in 2006.

The major experimental drawback to z-factors is
that the method requires in-situ measurement of the
probe current hitting your specimen. Unfortunately,
despite the fact that beam-current measurement is stan-
dard on almost all SEMs and every EPMA, commercial
AEMs don’t come equipped with this capability,
emphasizing the point made some while ago in Chapter
33 that AEMs are really modified TEMs and XEDS
analysis is still a bit of an afterthought.

But, if you can measure the current in situ, e.g., with
a specimen holder within which a Faraday cup is
embedded, life gets much easier. In a thin-foil specimen,
we can assume that the characteristic X-ray intensity is
proportional to the mass thickness, rt, if X-ray absorp-
tion and fluorescence are negligible. Therefore, we can
define the z-factor for pure element A as

rt ¼ zA
IA
CA

(35:16)

Where

z � A

CN0Qoai
(35:17)

where the only new terms are the beam current i, and
Avogadro’s number N0. Under these conditions, the z-
factor is dependent on the X-ray energy, the kV, and the
beam current. The first two are constant for any experi-
ment and the third you have to measure. The z-factor is

independent of specimen thickness, composition, and
density which, as we shall see later, makes any absorp-
tion correction trivial.

So we can write similar equations for all the other
pure elements in our specimen

rt ¼ zB
IB
CB

(35:18)

Whenwe know the z-factors for A and B,CA,CB, and rt
can be expressed from equations 35.16 and 35.18,
assuming CA + CB = 1 in a binary system:

CA ¼
IAzA

IAzA þ IBzB
;

CB ¼
IBzB

IAzA þ IBzB
rt ¼ IAzA þ IBzB (35:19)

Therefore, we can determine CA, CB, and rt simulta-
neously just by measuring X-ray intensities. It is simple
to rearrange equation 35.19 to compare with the Cliff-
Lorimer ratio equation (equation 35.2) and equation
35.20 is just as simple to apply, but k-factors are no
longer required, just z-factors.

CA

CB
¼ IAzA

IBzB
(35:20)

As we’ll see below, absorption and fluorescence-
correction terms can be combined directly with equation
35.19. To determine the z-factors, you just measure
X-ray characteristic intensities (above the background)

TABLE 35.4 z-Factor Values Estimated from Experimental X-ray Spectra from the NIST SRM2063a Glass Thin Film in a 200-keV
FEG-STEM JEM-2010F with an ATW Detector and in a 300-keV FEG-DSTEM VG HB603 with a Windowless Detector.

Element

(Z)

z-factor (kg electron/m/photon)

Element

(Z)

z-factor (kg electron/m/photon)

200 keV

ATW

300 keV

Windowless

200 keV

ATW

300 keV

Windowless

N 16,505.2�1,537 720.2�58.0 Mn 1,752.2�41.8 706.0�17.3

O 4,092.3�205.5 583.5�31.3 Fe 1,790.5�42.7 721.1�17.7

F 20,548.2�4,852.8 891.6�214.5 Co 1,919.0�45.8 772.0�18.9

Ne 5,345.6�702.1 635.8�85.5 Ni 1,950.0�46.5 783.2�19.2

Na 2,819.6�221.9 571.7�46.3 Cu 2,163.4�51.6 867.3�21.2

Mg 1,847.9�95.0 501.4�26.6 Zn 2,300.1�54.9 920.1�22.5

Al 1,510.2�56.2 483.6�18.6 Ga 2,541.8�60.7 1,014.4�24.8

Si 1,369.5�41.3 467.5�14.6 Ge 2,762.1�65.9 1,099.5�26.9

P 1,691.2�50.4 484.3�13.4 As 3,009.5�71.8 1,194.7�29.2

S 1,488.6�40.0 507.6�14.2 Se 3,328.6�79.4 1,317.7�32.2

Cl 1,465.5�37.3 528.0�13.9 Br 3,531.1�84.3 1,397.7�34.2

Ar 1,532.7�37.8 579.3�14.9 Kr 3,890.2�92.8 1,534.6�37.6

K 1,405.5�34.2 545.7�13.8 Rb 4,182.3�99.8 1,644.2�40.2

Ca 1,377.6�33.2 544.3�13.6 Sr 4,476.8�106.8 1,755.7�43.0

Sc 1,522.5�36.5 607.0�15.0 Y 4,786.6�114.2 1,871.6�45.8

Ti 1,553.4�37.2 622.8�15.4 Zr 5,185.4�123.7 2,019.8�49.4

V 1,632.3�39.0 656.5�16.1 Nb 5,578.9�133.1 2,164.8�53.0

Cr 1,654.6�39.5 666.5�16.4 Mo 6,088.3�145.3 2,353.4�57.6
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from pure-element thin films with known composition
and thickness, rather than trying to find a suitable set of
standards, such as those listed in the references for
Tables 35.1 and 35.2. Pure-element standards are more
routinely available than the various multi-element, thin-
film standards that have been used for k-factor determi-
nation over the last 30 years or so. You can determine an
entire set of the z-factors for K-shell X-ray lines from a
single spectrum from the National Institute of Stan-
dards and Technology (NIST) thin-film glass standard
reference material (SRM) 2063. Table 35.4 lists such a
set of z-factors obtained from the NIST standard SRM
2063a, which is a thinner version of SRM 2063. Its
composition is known to a high degree of accuracy, as
is its thickness and density but, unfortunately, it is now
out of production.

There’s muchmore about the z-factor in the compan-
ion text. Despite its obvious advantages, the z-factor
approach is not yet commercially available; however,
it can be downloaded from the bookWeb site (URL#2).

35.6 ABSORPTION CORRECTION

The point at which the simple Cliff-Lorimer approach
breaks down is when the thin-foil criterion is invalid.
Then the X-ray counts from your specimen are not a
function of Z alone and absorption and (very occasion-
ally) fluorescence invalidate the simple criterion. The
effects of absorption are much more of a problem than
fluorescence, so let’s look at absorption first.

Preferential absorption of the X-rays from one of the
elements in your specimen means that the detected
X-ray counts will be less than the generated counts
and so CA is no longer simply proportional to IA. So
you have to modify the k-factor to take into account the
reduction in IA. This problem can arise (a) if your speci-
men is too thick, (b) if one or more of the characteristic
X-rays has an energy less than � 1–2 keV (i.e., light-
element analysis) or (c) when you have X-ray lines in
your spectrum that differ in energy by > 5–10 keV
(because the lower energy X-ray is much more likely to
be absorbed than the higher energy one).

If we define kAB as the true sensitivity factor when
the specimen thickness t=0, then the effective sensitiv-
ity factor for a specimen in which absorption occurs is
given by kAB* where

k�AB ¼ kABðACFÞ (35:21)

So we can write

CA

CB
¼ kABðACFÞ IA

IB
(35:22)

The absorption-correction factor (ACF) is theA term in
equation 35.13 and we can write it as
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In this expression jðrtÞ is the depth distribution of X-
ray production (which is the ratio of the X-ray emission
from a layer of element A/B (of thickness Drt at depth t
in the specimen with density r) to the X-ray emission

from an identical, but isolated film). The term m
r

iA
Spec

is

the mass-absorption coefficient of X-rays from element
A in the specimen and a is the detector take-off angle.
Since the values of m/r are often from old publications,
the units are usually given in cm2/gm rather than kg/m2,
so you may have to use r in gm/cm3 and t in cm, rather
than SI units (kg/m3 and m, respectively). Obviously,
the value of the ACF is unity when no absorption
occurs. Typically, if the ACF is >10% we define the
absorption as significant, since 10% accuracy is routi-
nely attainable in quantitative analysis using experimen-
tal k-factors. Let’s now look at each of the terms and the
problems associated with determining their value.

Again, we recommend that you use the values of m/r
given by Heinrich. The value of m/r for a particular X-
ray (e.g., from element A) within the specimen is the sum
of the mass-absorption coefficients for each element
times the weight fraction of that element, so

m
r

�A
spec

¼
X
i

Cim
r

�A
i

 !
(35:24)

where Ci is the fractional concentration of element i in
the specimen such that

X
i

Ci ¼ 1 (35:25)

The absorption of X-rays from element A by all ele-
ments i in the specimen is summed. The summation
includes self-absorption by element A. Elements that
may not be of interest in the experiment or that might
not be detectable may still cause absorption.

The NiO-MgO example of this phenomenon
occurs when Mg is being quantified in homoge-
neous NiO-MgO. The Mg Ka X-rays will be
absorbed by oxygen, even if the O Ka X-ray is
not of interest or cannot be detected because a
Be-window detector is being used. This effect is
shown in Figure 35.8, which shows an increase in
the intensity ratio (Ni Ka/Mg Ka) as a function of
thickness due to the increased absorption of the
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Mg Ka X-rays. (Absorption appears in an expo-
nential term.) If we correct for the absorption by
Ni, the slope of the line is reduced, but only when
the effects of absorption by oxygen are taken into
account does the slope become zero, as it should be
for a homogeneous specimen.

In equation 35.22, we assume that the depth distri-
bution of X-ray production jðrtÞ is a constant, and
equal to unity. That is, a uniform distribution of X-
rays is generated at all depths throughout the foil. This
is a reasonable first approximation in thin foils, but in
bulk specimens jðrtÞ is a strong function of t and so the
measurement of jðrtÞ for bulk specimens is a well-
established procedure. The few studies in thin specimens
show an increase in jðrtÞ with specimen thickness,
although the increase is no more than �5% in foil
thicknesses of < 300 nm. Therefore, the assumption
appears reasonable since, if your specimen is thicker
than 300 nm, you will have problems to worry about
other than jðrtÞ. The fact that we use a ratio of the two
jðrtÞ terms in the absorption equation also helps to
minimize the effects of this assumption.

We assume that jðrtÞ equals unity, then we can
simply use equation 35.23 to give

ACF ¼
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So we still need to know the values of r and t for our
specimens.

The density of the specimen (r) can be estimated if
you know the unit-cell dimensions, e.g., from CBED
since

r ¼ nA

VN
(35:27)

where n is the number of atoms of average atomic weight
A in a unit cell of volumeV, andN isAvogadro’s number.

The absorption path length (t0) is a major variable in
the absorption correction. Fortunately, it is also the one
over which you, the operator, have the most control. In
the simplest case of a parallel-sided thin foil of thickness
t at 08 tilt, the absorption path length, as shown in
Figure 35.9, is given by

t0 ¼ t0 coseca (35:28)

where a is the detector take-off angle. To minimize
this factor it is obvious that your specimen should be
as thin as possible and the value of a as high as possible.
There are many ways to determine the foil thickness,
which we have discussed at various points in this
text; they are summarized in Section 36.3. More
recently, Banchet et al. (2003) have combined EELS
measurements of relative specimen thickness with
XEDS peak intensities to give a variation on the tradi-
tional, iterative absorption-correction process. No
method is universally applicable, and few are either
easy or accurate, so it’s best to make thin specimens in
the first place.

The value of a when your specimen is at the ideal
08 tilt is fixed by the design geometry of your AEM
stage and the only way you can vary a is by tilting
your specimen. As we have seen, there are good rea-
sons not to tilt beyond about 108, because of the
increase in spurious X-rays, but if there is a severe
absorption problem, then decreasing t0 by tilting your
specimen toward the detector is a sensible first step
toward minimizing the problem. On some very old
AEMs the detector may not be orthogonal to the
axis of your specimen holder, in which case you’ve
got a challenging exercise in solid geometry to deter-
mine a.

FIGURE 35.8. The upper curve shows the raw Ni Ka/Mg Ka intensity

ratio as a function of thickness in a homogeneous specimen of NiO-MgO.

The slope indicates strong absorption ofMgKaX-rays. The middle curve

shows the effect of correcting for absorption of the Mg Ka X-rays by Ni

and the bottom line shows the effect of a further correction for absorption

of the Mg Ka by O to give the expected horizontal line.

Incident beam

α

XEDS

t t cosec α

FIGURE 35.9. Relationship between the specimen thickness, t, and the

absorption path length, t coseca, for a take-off angle a.
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So far we’ve assumed that our specimens are parallel
sided, but this is uncommon. Many thin-foil prepara-
tion methods result in wedge-shaped foils, and under
these circumstances the detector must always be looking
toward the thin edge of the specimen so that the X-ray
path length is minimized, as we already described in
Figure 32.15. The only way to ascertain if this is a
problem is to measure the thickness at each analysis
point. Because this is such a tedious exercise, you should
get round it by using the z-factor method, as we explain
in the next section.

Because the specimen density r (and therefore
the values of m/r) varies with your specimen composi-
tion the complete absorption-correction procedure
is an iterative process. The first step is to use the
Cliff-Lorimer equation without any absorption cor-
rection and thus produce values for CA and CB.
From these values, the computer performs a first-
iteration calculation of m/r and r, and generates
modified values of CA and CB, and iterates again.
Usually the calculation converges after two or three
iterations.

In summary, there is substantial room for error in
determining the various terms to insert into the ACF.
For example, the ACF for kNiAl in Ni3Al, which is a
strongly absorbing system, varies from �5.5 to �12%
when the specimen doubles in thickness from 40 to
80 nm. This change is still quite small and within the
limits of all but the most accurate analyses. In FeNi,
which is a weakly absorbing system, a similar change in
thickness would change the ACF for kFeNi from�0.6 to
�1.3%, which is negligible. So while we’ve spent a fair
bit of time introducing you to the absorption correction,
the final message is clear.

35.7 THE ZETA-FACTOR ABSORPTION
CORRECTION

So, if significant absorption is unavoidable, informa-
tion about your specimen density and thickness is
required at each analysis position, in order to apply

the absorption correction. Obviously, this is the major
limitation, since independent measurements are
required for the specimen density and thickness and
inaccuracies in such measurements may cause further
errors in quantification. In fact, the z-factor method
was originally proposed in order to overcome these
limitations and difficulties associated with the absorp-
tion correction because, if we substitute equation
35.16 into equation 35.22, the rt term can be
eliminated
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(35:29)

If you’ve determined z-factors, then the k-factor can be
substituted in the above equation since

kAB ¼
zA
zB

(35:30)

So the z-factor overcomes the two major limitations of
the Cliff-Lorimer method by avoiding the tedium of
preparing multiple thin-foil standards and making mul-
tiple thickness and density measurements at each anal-
ysis point when significant X-ray absorption is
occurring. That’s why we introduce its depth in the
companion text and suggest strongly that the serious
X-ray analyst use this approach.

35.8 THE FLUORESCENCE CORRECTION

X-ray absorption and fluorescence are intimately
related because a primary cause of X-ray absorption
is the fluorescence of another X-ray (such as the
fluorescence of SiKa X-rays in the XEDS detector
which gives rise to the escape peak). You might
think, therefore, that fluorescence corrections should
be as widespread as absorption corrections. However,
this is not the case for the following reasons. Strong
absorption effects occur when there is a small amount
of one element whose X-rays are being absorbed by
the presence of a relatively large amount of another
element. The absorption of Al Ka X-rays by Ni in
Ni3Al is a classic example. In this case, Ni X-rays are
indeed fluoresced as a result of the absorption of Al
Ka X-rays. However, there is a relatively small

CLIFF-LORIMER ACCURACY?
The Cliff-Lorimer approach only incurs large errors
in strongly absorbing systems and/or very thick
specimens.

HOW THICK?
Remember: it’s rare that you’ll know your specimen
thickness as well as you would like.
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increase in the total number of Ni X-rays because Ni
is the dominant element; the relative decrease in the
Al Ka intensity is large because Al is the minor con-
stituent. In this particular example there is a further
reason why fluorescence of Ni X-rays is ignored; it is
the NiLaX-rays which are fluoresced by the absorp-
tion of Al Ka X-rays. The Ni L X-rays are not the
ones that we use for analysis anyhow, since the higher
energy Ni K X-rays are not absorbed or fluoresced.

In the rare case that fluorescence occurs to a degree
that limits the accuracy of your analysis, read the
detailed discussion given by Anderson et al. Practical
examples of the fluorescence correction are hard to
come by and a classic case is Cr in stainless steels
where the minor CrKa line is fluoresced by the major
FeKa line, giving rise to an apparent increase in Cr
content as the foil gets thicker.

35.9 ALCHEMI

We told you early on in this chapter to acquire your X-
ray spectra away from strong diffraction conditions.
This is because of the Borrmann effect. Close to two-
beam conditions, the Bloch waves interact strongly with
the crystal planes and so X-ray emission is enhanced
compared with kinematical conditions, thus negating
the assumptions inherent in the Cliff-Lorimer equation,
which assumes emission is constant with specimen tilt.
However, we can make use of this phenomenon to
locate which atoms lie on which crystal planes. The
technique has the delightful (and wholly inappropriate)
acronym ALCHEMI, which is a selective abbreviation
of the expression ‘atom location by channeling-
enhanced microanalysis.’

ALCHEMI is a quantitative technique for identify-
ing the crystallographic sites, distribution and types of
substitutional impurities in crystals. The technique was
first developed for the TEM by Spence (who, with
archetypical antipodean humor, coined the acronym)
and Taftø. Interestingly, channeling is also used for
atom-site location in other analysis techniques (e.g.,
see Chu et al.).

The way to do ALCHEMI experimentally is to tilt
your specimen to a strong two-beam condition and
acquire a spectrum under strong channeling condi-
tions, such that the Bloch wave is interacting strongly
with a particular systematic row of atoms. You should

choose the channeling orientation so that the specific
crystal planes interacting strongly with the beam also
contain the candidate impurity atom sites. So it helps
a lot if you have some a priori ideas about where
substitutional atoms are most likely to sit. This tech-
nique is therefore particularly well suited to layer
structures. When the Bloch wave is maximized on a
particular plane of atoms, the X-ray counts from the
atoms in that plane will be highest. So start by finding
the orientations 1 and 2 that give the most pronounced
channeling effects for the atoms A and B, as shown
schematically in Figure 35.10A. Usually a very small
tilt is all that is necessary to get a different spectrum
from the two planes.

If you are looking at two elements A and B
and a substitutional element X then follow this
procedure

& Measure X-ray intensities from each element in
orientations 1 and 2.

& Then find a non-channeling orientation (3)
where the electron intensity is uniform for both
planes.

In this orientation we define the ratio k (NOT the
Cliff-Lorimer factor) as

k ¼ IB
IA

(35:36)

IB is the number of X-ray counts from the element B in
the non-channeling orientation. For the two channeling
orientations 1 and 2, we define two parameters b and g
such that

b ¼ I
ð1Þ
B

kI
ð1Þ
A

(35:37)

g ¼ I
ð2Þ
B

kI
ð2Þ
A

(35:38)

Now assuming we know from looking at the relative
intensity changes in the spectra that the element X sits
on specific sites, say it substitutes for atom B, then we
define an intensity ratio term R such that

R ¼ I
ð1Þ
A I
ð2Þ
X

I
ð1Þ
X I
ð2Þ
A

(35:39)

Then the fraction of atom X on B sites is given by

CX ¼
R� 1

R� 1þ g� bR
(35:40)

DON’T WORRY ABOUT FLUORESCENCE
Fluorescence is usually a minor effect and often
occurs for X-rays that are not of interest. (So don’t
worry if you know you needn’t!)
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Similar expressions can be generated for X atoms on A
sites, but in fact the fraction of X atoms on A sites must
be 1–CX.

As you see, ALCHEMI can give a direct measure
of the occupation of substitutional sites. However, the
intensity differences in different orientations are
often quite small and you need good X-ray statistics
to draw sound conclusions (counts, counts, and
more counts!). This makes ALCHEMI difficult to
apply if high spatial resolution is also desired
because, as we shall see in the next chapter, the
conditions to give the best spatial resolution also
give the worst counting statistics. Figure 35.10B
shows the variation in X-ray emission across a bend
contour highlighting the Borrmann effect which is the
basis of ALCHEMI. A comprehensive review has
been given by Jones, who extends the discussion of
the technique and develops it in depth in the compan-
ion text.

35.10 QUANTITATIVE X-RAY MAPPING

As we have discussed throughout the previous chap-
ters, gathering X-ray maps rather than individual or
lines of spectra makes a great deal of sense in terms
of getting unbiased elemental-distribution information
about your specimen. The major difficulty with mov-
ing from qualitative to quantitative mapping is the
need for sufficient counts for quantification. As noted
in Section 35.4.B above, we recommend acquiring
10,000 counts in a characteristic peak in order for
reasonable quantification (i.e., with errors � � 10%
relative). A simple calculation will show how unrea-
listic this is if we are to acquire maps in a reasonable
time. A minimum map to give a reasonable X-ray
image is 128 � 128 pixels giving > 16,000 total pixels.
Even if we acquire for only 1 s/pixel (if we are lucky
we will acquire a few tens of total counts rather than
a few thousands), then we will be mapping for 4.5
hours minimum and more likely days if we wish to
see hundreds or thousands of counts/pixel. As we’ve
stated too often, such long times introduce specimen
drift, damage, contamination, and operator boredom
and so conspire to make life very difficult. While
overnight mapping with lower-resolution EPMA sys-
tems (where the drift and stability requirements are
much less stringent and the X-ray count rate is far
greater) is indeed a common occurrence, STEMs are
not yet stable enough to do this while retaining nan-
ometer-level resolution.

Nevertheless, there has been significant progress in
quantitative mapping, particularly with the use of
2–300 kV FEG instruments, the development of

(A)

(B)

FIGURE 35.10. (A) ALCHEMI allows the determination of the site

occupancy of atom X (light blue) in columns of atoms A (dark blue)

and B (open circles). By tilting to s >0 and then s <0, the Bloch waves

interact strongly with row A then row B giving different characteristic

intensities, shown schematically in the spectra, from which the relative

amounts of X in columns of A and B can be determined. (B) The Borr-

mann effect: the variation in the characteristic X-ray emission close to

strong two-beam conditions as the beam is rocked across the 400 planes of

GaAlAs. The X-rays from Al, which occupies Ga sites, follow the Ga

emission variation while the As varies in an approximately complemen-

tary fashion. The BSE signal is inversely proportional to the amount of

channeling so the As signal is strongest where the channeling is weakest.
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higher solid angles of collection of X-rays, and gen-
eral improvements in instrument design. So, as shown
back in Figures 33.14 and 33.15, quantitative X-ray
mapping is feasible. This process requires that the
counts in the characteristic peak that is being mapped
be integrated, subject to background subtraction,
then processed via a Cliff-Lorimer or z-factor equa-
tion to turn the counts into composition. It is often
best to exhibit the map as a color image because
usually more than one element needs to be mapped
or the composition changes need to be emphasized in
which case overlays or side-by-side comparisons of
the different maps permit easier understanding of
the relative distributions of the various elements.
Not surprisingly, quantitative mapping is improved
by Cs correction since corrected probes have �3–5�
more current without loss of probe size. Thus the
count rate is increased, or the acquisition time
decreased, or both.

While it is certainly of interest to improve the
stability of our TEM and XEDS systems and opti-
mize the gathering of data over long periods of time,
there are ways to minimize the limitations of low
count rates and long acquisition times and this
requires high-level computer control of the X-ray
acquisition, implementation of spectrum imaging, or
position-tagged spectrometry (check back in Sections
33.6.C and 33.6.D) and then manipulation of the
resulting data cube using multivariate statistical anal-
ysis (MSA) to extract the maximum signal informa-
tion and minimize the noise (which constitutes most
of the signal in the channels in a spectrum acquired
for a short period of time).

When this combination of SI and MSA is
implemented, it is possible to gather spectra in as little
as 100–500 ms/pixel giving mapping times of a few
minutes to several tens of minutes for a 128 � 128
pixel image and it is equally feasible to contemplate
larger maps. The SI/MSA combination is dealt with
in great detail in the companion text. About the best
that can be done with a modern Cs-corrected
FEGSTEM, sophisticated data handling is shown in
Figure 35.11 where segregation of trace elements to
grain boundaries is mapped. A similar example was
also shown back in Figure 33.15D which maps out
differences in the composition of various small
precipitates, a few nanometers in diameter. In Figure
35.11B, the data were acquired on a 300-keV STEM
and the improvement in mapping quality obtained
after MSA (Figure 35.11C) is clear. Addition of a
Cs corrector to the STEM results in a further gain in
spatial resolution, as shown in Figure 35.11D. This
latter example of Zr segregating to a grain boundary
in a Ni-base superalloy mapping reveals a typical
enrichment of only �1–2 atoms/nm2 with a spatial
resolution of �0.5 nm!

FIGURE 35.11. (A) STEMADF image and (B) quantitative X-ray maps

showing the segregation of trace amounts of Ni and Mo to grain bound-

aries in a low-alloy steel. (C) Applying MSA improves the quality of the

maps. (D). Mapping the segregation of Zr to an interface in a Ni-base

superalloy in a Cs-corrected STEM designed to give a 0.4-nm (FWTM)

probe containing 0.5 nA. The Zr is present in the bulk alloy at�0.04 wt%
and without MSA processing could not be mapped. The composition

profiles show that the Zr is localized to <1 nm at two different positions

on the interface.
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CHAPTER SUMMARY
The fact that much of this chapter is unchanged from the first edition sends a message that
not much has changed in the last decade. This is unfortunate because, while quantitative
analysis of spectra from thin foils can be straightforward, the standard Cliff-Lorimer
approach has serious limitations. Most of the problems are overcome by the newer z-factor
method, which is not yet commercially available but can be downloaded from the book web
site (URL #2). Perhaps the greatest difficulty remains the need to know the specimen
thickness in order to compensate for X-ray absorption and, again, the z-factor approach
is invaluable in avoiding this. We can minimize absorption by making the thinnest possible
specimens but then the number of X-ray counts may be so small that errors in the
quantification are unacceptably large. The use of FEG sources,Cs correction, and improved
TEM-EDS configurations with detector arrays to maximize the collection angle all help.
With these latest advances, we can now perform quantitative X-ray mapping with a spatial
resolution of a less than a nanometer and detection limits of a few atoms. There’s much
more about these exciting new aspects of quantitative analysis in the companion text.
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SELF-ASSESSMENT QUESTIONS
Q35.1 Why do we have to correct the k-factor for absorption of X-rays?

Q35.2 Why is the fluorescence correction so small and generally ignored?
Q35.3 Why do we integrate only the Ka peak intensity rather than the KaþKb peaks if we can resolve them in

the spectrum?
Q35.4 Why is the k-factor not a constant between different AEM-XEDS systems?
Q35.5 Why is the calculated k-factor generally inaccurate?

Q35.6 What’s the largest contribution to the absorption correction and what does this tell you about ways to

reduce your chance of having to do such?

Q35.7 What’s the best way to minimize the errors in X-ray microanalysis?
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Q35.8 What are the essential requirements for a good thin-foil standard and what does your list tell you about
finding and selecting such standards?

Q35.9 What’s the best way to measure the thickness of (a) your glass specimen, (b) your alloy foil, (c) your BN

nanoparticle? (Hint: look ahead to Chapter 36.)
Q35.10 Why do quantitative analysis anyhow?
Q35.11 Why is it important to determine the errors in your quantitative analysis?

Q35.12 What is a typical ballpark quantification error in a simple binary (A–B) quantitative analysis?
Q35.13 What do you have to do to improve significantly on this error value?
Q35.14 When would you choose to use calculated k-factors rather than experimental ones?
Q35.15 When would you choose to determine your k-factors experimentally rather than calculate them?

Q35.16 List three ways to subtract the bremsstrahlung intensity from beneath the characteristic peaks in a
spectrum.

Q35.17 Distinguish bremsstrahlung, continuum, and background X-rays.

Q35.18 What does ALCHEMI stand for and why is it anything but alchemy?
Q35.19 Why do we typically use wt% rather than at.% in X-ray microanalysis?
Q35.20 Why is it best to have as thin a window as possible on your XEDS detector but why is it generally

impractical to have no window at all?

TEXT-SPECIFIC QUESTIONS
T35.1 If k-factors are not constants, what is the use of tables of k-factors, such as Tables 35.1 and 35.2?
T35.2 What are ‘residuals’ in the filtered spectra in Figure 35.6 and why are they useful?

T35.3 Distinguish top-hat apertures and top-hat filters and explain why both are useful in AEM-XEDS.
T35.4 Why would you use the two-window method of background subtraction as shown in Figure 35.5 rather

than the one-window method in Figure 35.4?

T35.5 Why does the background intensity go to zero in Figure 35.4 and what experimental and instrumental
factors affect the energy at which it goes to zero?

T35.6 Why do the values of the k-factors shown in Figure 35.7 decrease with decreasing atomic number and

then increase again? (Hint: there’s a good physics explanation for both of these trends.)
T35.7 Copy Figure 35.8 and extrapolate the three lines to lower thickness. At what value of thickness do they

converge and why is this the case?
T35.8 Give three limitations to the k-factor approach that are overcome by the z-factor method?

T35.9 What is the single most cautionary lesson you can gain from Figure 35.10A?
T35.10 Why, in the AEM, can we measure elemental segregation phenomena generated in materials at lower

temperatures compared with EPMA experiments? (Hint: think abut diffusion kinetics.)

T35.11 You have standard thin foils of Fe2O3, NiO, Ni3Al, CuSO4. Explain how you would determine k-factors
for analysis of (a) FeS, (b) NiAl, (c) Al2O3, and (d) Al-Cu solid solution. List any specific concerns you
may have with your determinations.

T35.12 Using Table 35.1, calculate reasonable first approximations for the k-factors for (a) Mn-Cr, (b) Mg-Al,
and (c) Al-Cu. State any assumptions you make in your calculations.

T35.13 Using the DTSA software, practice generating X-ray spectra for different elements and compounds at

different accelerating voltages (e.g., 100–300 kV) and different take-off angles (e.g., a = 208, 608).
Observe the differences in the background and characteristic spectra as a function of kV and a. Use the
background-subtraction options to measure peak intensities and run practice quantifications.

T35.14 Using DTSA run quantification routines for a single binary specimen of your choice, but select a range

of ionization cross sections with which to calculate a k-factor and compare the range of answers that you
get for your k-factor and your quantification. What does this tell you about the limitations of calculated
k-factors?

T35.15 Calculate the absorption correction factor (ACF) for Fe-10 wt% Al foils 10, 100, and 300 nm thick for
different take-off angles of 208 and 708. Then, evaluate the specimen thickness necessary tomeet the thin-
film criterion (> 10% absorption). Use 6.61 g/cm3 for the specimen density and following data for the

mass-absorption coefficients for Fe Ka, Fe La, and Al Ka lines (Heinrich 1986). If you wish, after
completing the manual calculation compare your result with DTSA calculation of the same correction.
(courtesy M. Watanabe)

Absorber

Mass-absorption coefficient (cm2/g)

Fe Ka Fe La Al Ka

Fe 71.1 2,157 3,626

Al 96.5 2,936 397.5
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36
Spatial Resolution and Minimum Detection

CHAPTER PREVIEW

Often when you do X-ray analysis of thin foils you are seeking information that is close to
the limits of spatial resolution. Before you carry out any such analysis you need to under-
stand the various controlling factors and in this chapter we explain these. Minimizing your
specimen thickness is perhaps the most critical aspect of obtaining the best spatial resolu-
tion, so we summarize the various ways you can measure your foil thickness at the analysis
point, but the quality of the TEM-XEDS system is also important.

A consequence of going to higher spatial resolution is that the X-ray signal comes from a
much smaller volume of the specimen. A smaller signal means that you’ll find it very difficult
to detect the presence of trace constituents in thin foils. Consequently, the minimum mass
fraction (MMF) in TEM is not as small as many other analytical instruments which have
poorer spatial resolution. This trade-off is true for any analysis technique, and so it is only
sensible to discuss the ideas of spatial resolution in conjunction with analytical detection
limits. We’ll make this connection in the latter part of the chapter. Despite the relatively
poorMMF, it is possible to detect the presence of just a few atoms of one particular element
if the analyzed volume is small enough, and so the TEMactually exhibits excellentminimum
detectable mass (MDM). With the latest advances in XEDS and TEM technology, partic-
ularly Cs correction, X-ray analysis with atomic-column resolution and single-atom detec-
tion is now feasible in the same instrument.

36.1 WHY IS SPATIAL RESOLUTION
IMPORTANT?

As we described in the introduction to Chapter 35, the
historical driving force for the development of X-ray
analysis in the TEM was the improvement in spatial
resolution compared with the EPMA. This improve-
ment arises for two reasons

& We use thin specimens, so less electron scattering
occurs as the beam traverses the specimen.

& The higher electron energy (>100–400 keV in the
TEM compared with 5–30 keV in the EPMA)
further reduces scattering.

The latter effect occurs because the mean free path
for both elastic and inelastic collisions increases with the
electron energy. The net result is that increasing the
accelerating voltage when using thin specimens
decreases the total beam-specimen interaction volume,
thus giving a more localized X-ray signal source and a
higher spatial resolution, which is good (see Figure
36.1A). Conversely, with bulk samples, increasing the

voltage increases the interaction volume and spatial
resolution is at best �0.5–1 mm which is not so good
(see Figure 36.1B). There is increasing interest in reduc-
ing the spatial resolution of SEM-X-ray analysis using
very low voltage electron beams and low-energy X-ray
lines. While this is challenging, there has been consider-
able progress and a spatial resolution <100 nm with E0

<5 keV is feasible. Aberration correctors and bolometer
detectors will help even further but, for the best spatial
resolution, there is still no alternative to thinning your
specimen.

Much theoretical and experimental workwas carried
out in the early days of AEM to define and measure the
spatial resolution of XEDS in the TEM, and we’ll intro-
duce some of these concepts. The ultimate aim, of course,
is to push spatial resolution to the atomic scale and
detection limits to the single-atom level. Both of these
goals have been attained in EELS, as we’ll see in the next
several chapters, but, as ever, we are limited by the small
number of X-ray counts generated in thin foils and the
poor collection efficiency of the XEDS. Cs correctors
and SDDs are helping here, as we shall see.
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36.2 DEFINITION AND MEASUREMENT
OF SPATIAL RESOLUTION

It has long been recognized that the analysis volume,
and hence the spatial resolution, is governed by the
beam-specimen interaction volume, since the XEDS
can detect X-rays generated anywhere within that
volume (you’ll see later that this is different to the
situation in EELS). The interaction volume is a function
of the incident-beam diameter (d) and the beam spread-
ing (b) caused mainly by elastic scattering within the
specimen. Therefore, the measured spatial resolution
(R) is a function of your specimen and this has made it
difficult to define a generally accepted measure of R.
Let’s look first at d and b and how we define them.

We’ve already discussed how to define andmeasure d
in TEMs and STEMsway back inChapter 5, so you need
only remind yourself that the beam diameter d is defined
as the FWTMof the Gaussian electron intensity.We can
measure d directly from the TEM image or indirectly by
traversing the beam across a sharp edge and looking at
the intensity change on the STEM screen.

This definition takes account of only 90% of the
electrons entering the specimen, so it is still an approx-
imation. Remember that the electron-intensity distribu-
tion in the incident beam is Gaussian only if you are
careful in your choice (small) and alignment of the C2
aperture and you restrict the beam to paraxial condi-
tions (go back and read Section 6.5.A to decide if you
should be at the Gaussian image plane or the disk of
minimum confusion for best resolution). It is a little
more difficult to define and measure b, so this needs
more explanation.

FIGURE 36.1. (A) Monte Carlo simulations of 103 electron trajectories

through a 100 nm Cu foil; (upper) 100 kV; (lower) 300 kV. Note the

improved resolution at higher kV. (B) Conversely, in a bulk sample, the

interaction volume at 30 kV is much larger than that at 10 kV, thus giving

poorer X-ray spatial resolution at higher kV. The color in both sets of

simulations reflects the change in energy of the electrons. Note the rela-

tively constant energy in the thin foil compared with the rapid energy loss

in the bulk sample.

SPATIAL RESOLUTION FOR XEDS
We can define this spatial resolution as the smallest
distance (R) between two volumes in the specimen
from which independent analyses can be obtained.
The definition of R has evolved as AEMs have
improved and smaller analysis volumes have become
possible.
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36.2.A Beam Spreading

The amount that the beam spreads (b) on its way through
the specimen has been the subject of much theoretical and
experimental work. While results and theories differ in
minor aspects, there is a general consensus that b is gov-
erned by the beam energy (E0), foil thickness (t), and
atomic number (Z). It turns out that the simplest theory
for b gives a good approximation under most analysis
conditions. This theory (sometimes called the ‘single-scat-
tering’ model because it assumes that each electron only
undergoes one elastic scattering event as it traverses the
specimen) was first given in the seminal paper by Gold-
stein et al. and re-defined in SI units by Jones.

b ¼ 8� 10�12
Z

E0
Nvð Þ

1=2t
3=2 (36:1)

where b and t are inm,E0 is in keV, andNv is the number
of atoms/m3. In the original derivation, this latter term
was given as (r/A)1/2 and is confusing in that the density
may vary considerably from point to point in a multi-
phase alloy and is generally unknown anyhow. Further-
more, the atomic-weight dependence was the opposite
to the atomic-number dependence which is counterin-
tuitive. So usingNv is clearer and you canwork the value
out from the ratio of the number of atoms/unit cell to
the volume of the unit cell, for which you need to know
the lattice parameter. This definition again comprises
90% of the electrons emerging from the specimen, so it
is consistent with our definition of d.

There is some question as to whether this single-
scattering expression adequately describes the behavior
of b for either very thin or very thick foils, but it has
generally survived the test of time and its strength
remains in its simplicity.

You should of course estimate/calculate b prior to
spending an inordinate amount of time trying to do an
experiment that is impossible for lack of sufficient reso-
lution. Prior simulation of the expected resolution
versus the necessary resolution to detect the phenom-
enon of interest can be very useful here, so let’s discuss
how best to do this, particularly when the specimen
geometry is complex (e.g., multiple/overlapping phases)
so equation 36.1 is difficult to apply.

When you can’t apply equation 36.1, the best alter-
native is the Monte Carlo computer simulation, which
we introduced in Section 2.5, as a way of modeling

electron scattering. Such simulations are used in a wide
variety of fields, including SEM and EPMA, as well as
other nuclear-particle fields, as a quick search of theWeb
will reveal. A full description ofMonte Carlo simulations
is beyond the scope of this text but good reference books
exist on the topic. In Joy’s book, you’ll find a code
listing for a Monte Carlo simulation program which
can be run on a PC. The public-domain Monte-Carlo
programs that do the best job are WinCASINO and
WinXRAY from Gauvin at McGill (see URLs #1 and
#2); thin-foil versions of this software are under devel-
opment. Until these are available, we recommend Joy’s
software. These simulations are now extremely rapid,
and in a few minutes on a PC or Mac, they can provide
all the information you need to estimate the beam
spreading in more complex microstructures.

Basically, the Monte Carlo technique simulates, in a
random manner (hence the name), a feasible set of elec-
tron paths through a defined specimen. After simulating
ideally several thousand paths, an approximate value of b
can be obtained by asking the computer to calculate the
diameter of a disk at the exit surface of the specimen that
contains 90% of the emerging electrons. This definition
of b is consistent with that described at the start, and is
the dimension of b given by equation 36.1. In fact, the
schematic trajectories in Figure 36.1A and B are Monte
Carlo simulations using Joy’s software. Figure 36.2
shows Monte Carlo simulations of electron trajectories
at three points across an interface between Cu and Au.
Such a complex situation with elements of radically dif-
ferentZ cannot be easily handled by the single-scattering
model estimates of b from equation 36.1.

While beam spreading is the main aspect of spatial-
resolution theories, we mustn’t forget that what we
really want to know is the beam-specimen interaction
volume, which corresponds to the size of the X-ray
source. Monte Carlo simulations can help because in
principle they can

& Incorporate the effects of different kVs and beam
diameters

& Handle difficult specimen geometries, specimen tilt,
thickness variations, and multi-phase specimens

& Automatically calculate the effect of the depth dis-
tribution of X-ray production, j(rt), on the X-ray
source size

& Display the X-ray distribution generated anywhere
in your specimen, as a function of all the variable
parameters in equation 36.1, Nv, Z, and t. This tells
you the relative contributions to your XEDS spec-
trum from different parts of the microstructure.

In addition to the theories of beam spreading that
we’ve discussed, there are several more in the literature.
A common feature of these theories is that they all
predict a linear relationship between b and t3/2 and an

FOR YOUR MAC/PC
We recommend that you keep this equation stored in
the TEM computer (or your phone) so you can
quickly estimate the expected beam spreading in
your planned experiment.
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inverse relationship between b and E0. If you’re inter-
ested in the details of the various theories you’ll find a
discussion in the Goldstein et al. 1986 paper. However,
we’ll also see (look ahead to Figure 36.9 in Section
36.3.E) that there are ways to determine the spatial
resolution on-line while you’re doing your analyses
and/or mapping and this is undoubtedly the best
approach, since it combines the simple equations
we’ll now discuss with actual experiments rather than
calculations, which make assumptions about your
specimens.

36.2.B The Spatial-Resolution Equation

Nowwe’ve defined d and b, all we have to do is combine
them to come up with a definition of R. If the intensity
distribution of the incident beam is Gaussian, and if the
beam emerging from the specimen retains a Gaussian
form, it is reasonable to add b and d in quadrature (just
as we did for image resolution back in Section 6.6.B) to
give a value for R

R ¼ b2 þ d 2
� �1

2 (36:2)

Gaussian beam-broadening models are also available,
based on equation 36.1, which permit convolution of
the Gaussian descriptions of d and b to come up with a
definition of R. Based on the Gaussian model and
experimental measurements, Michael et al. proposed
that the definition ofR be modified so as not to present
the worst case (given by the exit-beam diameter)
but to define R midway through the foil, as shown in
Figure 36.3

R ¼ dþ Rmax

2
(36:3)

where Rmax is given by equation 36.2.
Like all definitions of spatial resolution, there is no

fundamental justification for the choice of various fac-
tors, such as the FWTM diameter and the selection of
the mid-plane of the foil at which to define R. Similarly,

FIGURE 36.3. Schematic diagram of how the incident beam size and the

beam spreading combine to degrade the exit-probe diameter toRmax, thus

defining R.

FIGURE 36.2. Monte Carlo simulation of electron trajectories across an interface between two metals of different Z, in which the scattering is very

different. Note the rapid increase in the electron scattering in the higherZ region and therefore, X-rays would come from larger regions, thus lowering the

local spatial resolution.
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this approach ignores any contribution of electron dif-
fraction in crystalline specimens and beam tailing
beyond the 90% limit. Nevertheless, the definition has
been shown to be consistent with experimental results
and sophisticated Monte Carlo simulations (Williams
et al.). Finally, this definition retains the advantage of
the original single-scattering model, i.e., it has a simple
form and is easily amenable to calculation.

36.2.C Measurement of Spatial Resolution

Experimental measurements of the spatial resolution,
such as composition profiles measured across atomic-
ally sharp interfaces, are very useful (go back and look
at the profiles in Figure 1.4D). Several other kinds of
specimens have been proposed but using interphase
interfaces retains its validity since there are fewer
unknowns than for the other specimens. If thermody-
namic equilibrium exists on either side of the interface,
the solute content of each phase is well defined. Also,
interphase interfaces are common to many engineering
materials, as is evident from many images of such
defects throughout this text.

In order to compare experimental and calculated
measurements of R, you have to understand how we
relate themeasured composition profile across the inter-
face to the actual discrete profile shape, shown schema-
tically in Figure 36.4. We do this by deconvolution of
the beam shape from the measured profile. The finite
beam size d and the effect of b degrade the sharp profile
to a width L which is related to R by the following
equation

R ¼ 1:414L (36:4)

Assuming this relationship holds, we just measure the
distance L between the 2% and 98% points on the
profile, as shown in Figure 36.4. This spread contains
90% of the beam electrons, consistent with our assump-
tion of a 90% (FWTM) incident-beam diameter. In
practice, you will find it difficult to measure the 2%
and 98% points because of the errors in the experimen-
tal data. So you should measure the distance from the
10% to the 90% points on your profile, corresponding
to the beam spread containing 50% of the electrons
(FWHM), then multiply this distance by 1.8 to give
the FWTM.

Nevertheless, this definition is easy to remember,
relatively easy to measure, consistent with the

definitions of b and d, and, most importantly, gives a
number that is close to the experimentally measured
degradation of discrete composition changes introduced
by the beam-specimen interaction.

It is obvious from equation 36.2, that if we want to
improve spatial resolution, then both d and b must be
minimized. Unfortunately, if we minimize d we reduce
the input beam current: for thermionic sources, if d
<10 nm, count rates will become unacceptably low.
However, with a FEG, sufficient current (�1 nA) can
be generated in a small enough (1 nm) beam to permit
quantitative analyses with high spatial resolution.

So if you have a thermionic source TEM

& Your specimen has to be thick enough that sufficient
counts are generated for quantification and b will be
the main contributor to R.

& Alternatively, you may have to increase the beam
size such that d dominates rather than b.

A large beam is needed in that example in order to
generate sufficient beam current to get a reasonable X-
ray count rate at 100 kV. This is why 200–300 kV FEG
TEMs are the best high-resolution analysis instruments

RESOLUTION IN XEDS
Equation 36.3 is the formal definition of the X-ray
spatial resolution.

FIGURE 36.4. Schematic diagram showing a composition profile mea-

sured across an interface at which an atomically discrete composition

change occurs (like the simulation in Figure 36.2). The measured spatial

resolution can be defined in terms of the extent (L) of the measured profile

between the 2% and 98% points.

DEFINING R, b, AND d
Note that this definition ofR, like the definitions of b
and d that we have used, is arbitrary.
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and Cs correction further improves the resolution (go
back and compare the segregation-profile widths in
Figure 35.11C and D) because you can keep the same
probe current while reducing the probe size by a factor
of �3�. New X-ray detectors with larger collection
angles would also help.

There are some practical factors that can also limit
your experimental spatial resolution and the most
important is specimen drift. If your specimen or probe
drifts for mechanical or electrical reasons, then drift-
correction software should be used. If you’re planning
to carry out analysis at the highest spatial resolution
where you’re obliged to count for long times to accu-
mulate adequate X-ray intensity, then such software is
indispensable.

In summary, the spatial resolution R is a function of
both the beam size and the beam spreading. You can get
a good estimate of R from equation 36.3. The theories
all indicate a t3/2 dependence for b, so thin specimens are
essential for the best resolution. Intermediate-voltage

FEG sources, especially when augmented with Cs cor-
rectors, give sufficient beam current in sub-nm probes to
generate reasonable counts even from very thin speci-
mens and invariably give the best spatial resolution
which, as you can see from the calculations in Figure
36.5, can approach atomic dimensions.

36.3 THICKNESS MEASUREMENT

Given the t3/2 dependence of the beam spreading, you
can see the importance of knowing twhen estimating the
spatial resolution. You already know that t is also an
essential parameter in correcting for the absorption of
characteristic X-rays, as we saw in Section 35.6.
Furthermore, you should remember that knowledge of
t is important in high-resolution phase contrast imaging
andCBED.You’ll also see inChapter 39 thatminimizing
t is critical to obtaining the best ionization-edge spectra in
EELS. So, in almost all TEM techniques, your specimen

FIGURE 36.5. Simulated probe images for a VGHB-603 300-kVFEGSTEMwith and withoutCs correction; (A) probe dimensions in plan view, (B) 3D

intensity distributions. The simulations assume the same probe current (0.5 nA) and Cs correction results in a � 3� decrease in the FWTM probe size

from�1.1 to�0.4 nm. (C) Calculation of the effect of Cs correction on the spatial resolution in a Cu-Mn alloy as a function of decreasing foil thickness.

The resolution at zero foil thickness is improved also by � 3� from just >1 to �0.4 nm. Compare Figure 36.5B with Figure 2.11 and wonder!
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has to be as thin as possible to get the best results
(although some CBED studies and many in-situ experi-
ments are notable exceptions to this generalization).

So let’s take the opportunity here to summarize the
methods available for measuring thickness. The meth-
ods are many and varied, and a full discussion of the
most important techniques will be found in other parts
of this book. The first point to consider is, what is t?

This value of t depends both on the tilt of the speci-
men g, and the true thickness at zero tilt, t0. As shown in
Figure 36.6, for a parallel-sided foil

t ¼ t0
cos g

(36:5)

If your specimen is wedge-shaped, then t and t0 will vary
in an arbitrary fashion depending on the foil shape.

36.3.A TEM Methods

In the TEM you can always make an estimate of your
specimen thickness if it is wedge-shaped (and crystal-
line). By tilting to two-beam conditions for strong
dynamical diffraction, the BF and DF images both
show thickness fringes, as we saw in Section 24.2.
These fringes occur at regions of constant thickness.
The intensity in the BF image falls to zero at a thickness
of 0.5xg at s=0. Therefore, to determine t, all you have
to do is look at the BF image and count the number (n)
of dark fringes from the edge of the specimen to the
analysis region. At that point t=(n – 0.5)xg assuming
that the thinnest part at the edge is < 0.5xg thick. (Be

very careful with this assumption.) Remember that the
value of xg varies with diffracting conditions and so the
g vector has to be specified. You can calculate xg from
the expression

xg ¼
pO cos y
l f ðyÞ (36:6)

where O is the volume of the unit cell, l is the electron
wavelength, and f(y) is the atomic scattering amplitude.
Remember also that if you’re not exactly at s = 0 then
the effective extinction distance xeff must be used.

A related method relies on the presence of an
inclined planar defect adjacent to the analysis region.
The projected image of the defect, again under two-
beam conditions, will exhibit fringes, which can be
used to estimate the local thickness, or the projected
width, w, of the defect image using the expression

t0 ¼ w cot d (36:7)

as shown in Figure 36.7 in which d is the angle between
the beam and the plane of the defect. Again, you have to
compensate geometrically to measure t rather than t0 if
the foil isn’t normal to the beam, and then

t ¼ wðcos d� tan gÞ (36:8)

Of course, neither of these methods is applicable to non-
crystalline materials, and it is not always possible to find
a suitable inclined defect next to the analysis region in a
crystal. Furthermore, two-beam conditions are not
recommended for analysis because of the dangers of
anomalous X-ray emission (see Section 35.9 on
ALCHEMI for both an explanation of, and an excep-
tion to, this generalization). More insidious is the fact
that oxidation, during or after specimen preparation,

(A) (B)

t0

Incident
beam

t

Incident
beam

γ

FIGURE 36.6. (A) The specimen thickness t0 is equal to t, the distance

traveled by the beam through a parallel-sided foil at zero tilt. (B) The

beam travels a longer distance, t, in a specimen tilted through an angle g
and thus the beam will spread more in a tilted foil.

(A) (B)

δ t0

t

γ

δ

w

Incident
beam

Incident
beam

FIGURE 36.7. The parameters required to measure the specimen thick-

ness t0 from a planar defect (projected width, w), inclined to the incident

beamby angle d. Comparison of (A), a specimen normal to the beam, with

(B) a specimen tilted through an angle g gives some indication of the

complexity of determining the appropriate thickness, t, to put into the

beam-spreading equation.

THE REAL THICKNESS
The thickness we are interested in is t; this is the
thickness through which the beam penetrates. It is
not necessarily the same as t0.
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means that your crystalline specimen may be coated
with an amorphous layer which will not be measured
by these diffraction-contrast techniques.

Another method related to the TEM-image contrast
involves measurement of the relative transmission of
electrons. The intensity on the TEM screen decreases
with increasing thickness, all other things being equal.
You can use a Faraday cup to calibrate the intensity
falling on the screen and from this you can get a crude
measure of relative thickness, which can be converted
into an absolute measure of t if some absolute method is
used for calibration. But youmust be careful to make all
the intensity measurements on your specimen under the
same diffraction conditions and the same incident-beam
current but with no objective aperture. The only advan-
tage of this approach is that it is applicable to all mate-
rials, both amorphous and crystalline, but it is tedious
and not very accurate.

36.3.B Contamination-Spot Separation Method

This method, common in old (S)TEMs, but also com-
monly used by makers of dirty specimens, relies on the

propensity of old instruments or contaminated foils to
generate carbon peaks on both top and bottom surfaces
of the specimen, at the point of analysis. If you tilt your
specimen by a large enough angle (g), you can see dis-
crete contamination spots (Figure 36.8). Their separa-
tion r, at a screen magnificationM, is related to t0 by the
following expression

t0 ¼
r

M sin g
(36:9)

Matters get a little more complicated if the specimen
itself is tilted by an angle � when the contamination is
deposited. Then, as in the case of tilted planar defect,
you have to be careful to measure the thickness which
will determine the beam spreading and, as we’ve taken
pains to point out, this is not t0 (the thickness at zero tilt)
but t

t ¼ r

M

cos e
sin g

(36:10)

Although this method is straightforward, it relies on
highly undesirable contamination, which obscures the

(A)

(B)

(C)

Contamination
Spots

Spot Centers

Plane normal
to beam

t0

γ

γ

γ

r

Plane normal
to beam

t0 =
r

sin γ

FIGURE 36.8. The contamination-spot separation method for thickness determination; (A) the contamination is deposited on both surfaces of the

specimen at zero tilt and the separation (r) is only visible in (B) when the specimen is tilted sufficiently through an angle g. STEMBF images are on the left

and STEMSE images on the right; the SEmode gives the best contrast. (C) Geometrical diagrams of (A) and (B) showing how to determine t0 from r, the

projected separation of the contamination spots.
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very area you’re looking at. Contamination degrades
the spatial resolution and increases the X-ray absorp-
tion. In fact, we spend a lot of time and effort trying to
minimize contamination, so it would be perverse to
propose it as a useful way of determining t. The only
redeeming feature is that this method measures t exactly
at the analysis point and the shape of the spots can
indicate if the beam or the specimen has drifted during
analysis. If you find yourself even thinking about using
this method, then your TEM should not be used for
analysis or you should clean up your specimen-prepara-
tion act.

36.3.C Convergent-Beam Diffraction Method

The CBED pattern which is visible on the TEM screen
when a convergent beam is focused on the specimen can
also be used to determine the thickness of crystalline
specimens. In Section 21.2, we described the procedure
to extract the thickness from the K-M fringe pattern
obtained under two-beam conditions. The CBED pat-
tern must come from a region thicker than 1xg or else
fringes will not be visible. Also the region of the foil
should be relatively flat and undistorted.

Remember that for a totally clean, crystalline spec-
imen, CBED is the way to determine t at specific points
in your specimen.

36.3.D Electron Energy-Loss Spectrometry
Methods

Thickness information is present in the electron energy-
loss spectrum since the intensity of inelastically scat-
tered electrons increases with specimen thickness. In
essence, you have to measure the intensity under the
zero-loss peak (I0) and ratio this to the total intensity
in the spectrum (IT). The relative intensities are gov-
erned by the mean free path (l) for energy loss.
A parameterization formula for l (Malis et al. 1988)
and other EELS methods, are discussed in detail in
Section 39.5.

We can apply the EELS parameterization to any
specimen, amorphous or crystalline. But the main
advantage is that it is possible to measure the thickness
sufficiently quickly that, unlike all the methods described
so far, the EELS method can also produce maps of
specimen thickness. Given that we have emphasized
the value of compositional mapping over point analyses
or line profiles, we have to conclude that EELS is best.

36.3.E X-ray Spectrometry Method

Since we’re talking about X-ray spectrometry, it’s good
to know that there are X-ray methods which can also
determine thickness.We can categorize these approaches,
which have been developed to solve the absorption-cor-
rection problem (see Section 35.6), into two types: the
first is the extrapolation method, which determines the
absorption correction by extrapolation ofX-ray intensity
ratios to zero thickness; the second uses the difference in
relative X-ray absorption between two emitted X-ray
lines (K and L, or L and M) from the same element.
Unfortunately, the extrapolation method is not easily
applicable to thin foils where compositions vary locally,
since you have to obtain a series of X-ray intensities from
different thickness areas (bymoving the incident beam or
by tilting the specimen). In the intensity-ratiomethod, the
essential requirement of two different X-ray lines from a
single element limits the application to specimens which
contain elements with Z > 20 (Ca).

All of these problems are solved using the z-factor
approach, as described in detail in 2006 byWatanabe and
Williams and in the companion text. The general expres-
sion (equation 35.18) for rt from the z-factor analysis can
bemodified forN different elements in the specimen, thus

rt ¼
XN
j

zjIjAj

De
; CA ¼

zAIAAA

PN
j

zjIjAj

; � � �

CN ¼
zNINAN

PN
j

zjIjAj

ð36:11Þ

An iterative process is required to solve these equations
for both composition and thickness determination.
However, the iteration is straightforward and converges
rapidly; �10–15 iterations converge with < 0.001 wt%
and 0.01 nm differences in composition and thickness,
respectively, which are clearly far more than sufficient
tolerance values for termination. Obviously, if X-ray
absorption is negligible in a specific material, the initial
mass-thickness and compositions are the final values
and the iteration is no longer necessary. The essential
point here is that in the z-factor method, the absorption-
corrected compositions can be determined simultaneously
with the specimen mass-thickness by only using X-ray
intensity data.

This method is so quick and versatile that, like the
EELSmethods, it also permits directmapping of the thick-
ness at the same time as the composition is being mapped.
Therefore, there is nothing to stop you mapping out the
spatial resolution at the same time as doing your quantita-
tive mapping, as shown in Figure 36.9. Both the z-factor
and EELSmethods can handle amorphous and crystalline
specimens and Ohshima et al. compare the two methods.

In summary, there are many methods for determin-
ing t, but none is universally convenient, accurate, and

EELS FOR t
The EELS approach is highly recommended because
it is applicable over a wide range of thicknesses and
you can produce thickness maps of thin foils.
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applicable. Beware; the various methods also measure
different thicknesses, such as only the crystalline thick-
ness, ignoring porosity and/or amorphous surface/oxide
films, or the full thickness including porosity and sur-
face films, or just the mass-thickness. Mitchell gives a
good case study of how to handle such problems. The
EELS and z-factor methods both have the possibility of
widespread, real-time use and can produce thickness
maps, so we recommend these. CBED is very useful
for individual point analyses of crystals.

36.4 MINIMUM DETECTION

Minimum detection is a measure of the smallest amount
of a particular element that can be detected with a
defined statistical certainty. Minimum detection and
spatial resolution are intimately related.

As the spatial resolution improves, the analyzed
volume is smaller and, therefore, the signal intensity is
reduced. This reduction in signal intensity means that
the acquired spectrum will be noisier and small peaks
from trace elements will be less detectable and more
easily confused with artifact peaks. Accordingly, in the
AEM, the price that is paid for improved spatial resolu-
tion is a relatively poor minimum detection. By way of
comparison, Figure 36.10 compares the size of the ana-
lyzed volume in an EPMA, a TEM/STEM with a ther-
mionic source, and a dedicated STEMwith a FEG. The
enormous reduction in the beam-specimen interaction
volume explains the small signal levels that we obtain
in the TEM. However, as we’ve noted on several occa-
sions, Cs correction gives more current in a smaller
probe so it offsets the traditional compromise. But
you should now understand why we have spent so
much time emphasizing the need to optimize your
beam current through use of higher-brightness sources,
optimizing the specimen-detector configuration, and
so on.

Alternatively, the minimum detectable mass (MDM)
is sometimes used; the MDM describes the smallest
amount of material (e.g., in mg or atoms) we can detect.

(A)

(C)

(E) (F)

(D)

(B)

FIGURE 36.9. (A) STEM image and X-ray maps showing the quantita-

tive distribution of (B) Ni, (C) Al, and (D)Mo in precipitates in a Ni-base

superalloy. Using the z-factor the variation in thickness, t, across the foil

can be mapped out (E). Knowing t, the spatial resolution, R, can also be

mapped (F). Note the complex interaction of different atomic numbers

and the variations in thickness in the resulting variations in R.

MINIMUM DETECTION
One definition of minimum detection: the minimum
mass fraction (MMF) that can be measured in the
analysis volume. MMF represents the smallest con-
centration of an element (e.g., in wt% or ppm).

FIGURE 36.10. Comparison of the relative size of the beam-specimen

interaction volumes in (A) a SEM/EPMA, (B) a thermionic source AEM,

and (C) a FEG-AEM with bulk, thin, and ultra-thin specimens, respec-

tively. The MMF (�0.01%) in each analyzed volume would correspond

to �107 atoms, �300 atoms, and <1 atom, respectively.

A TRUISM
It is a feature of any analysis technique that an improve-
ment in spatial resolution is balanced by a worsening of
the detection limit (all other factors being equal).
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We’ll use the MMF since materials scientists are
more used to thinking of composition in terms of wt%
or at.%.

36.4.A Experimental Factors Affecting the MMF

We can relate the MMF to the practical aspects of
analysis through the expression of Ziebold

MMF / 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PðP=BÞnt

p (36:12)

Here P is the X-ray count rate in the characteristic
peak (above background) of the element of interest,
P/B is the peak-to-background count-rate ratio for
that peak (defined here in terms of the same width
for both P and B), and t is the analysis time for each
of n analyses.

To increase P you can increase the current in the
beam by increasing the probe size and/or choosing a
thicker analysis region. To increase P/B you can
increase the operating voltage (E0), which is easy,
and decrease instrumental contributions to the back-
ground, which is not so easy (Lyman et al.). Improve-
ments in TEM design, such as using a high-brightness,
intermediate-voltage source, a Cs corrector if possi-
ble, and a larger collection angle for the XEDS will
also increase P. To increase P/B, you need a stable
instrument with a clean vacuum environment to mini-
mize or eliminate specimen damage and contamina-
tion. Improved stage design, to minimize stray
electrons and bremsstrahlung radiation, both of
which contribute background to the detected spec-
trum, will also help to increase P/B, as we discussed
back in Chapter 33.

Remember that the Fiori definition of P/B is not the
one used in Ziebold’s equation (36.12). If you actually
want to calculate the MMF, go back and check the
original references.

The other variables in equation 36.12, are the time
of analysis (t) and how many analyses (n) that you do,
which are entirely within your control as operator.
Usually both n and t are a direct function of your
patience and the recommended coffee break is usually
the maximum time for any one analysis. With comput-
er control of the analysis procedure, however, there
should really be no limit to the time available for
analysis. Particularly when detection of very small
amounts of material is sought, t should be increased
to very long times. As computer control and stage
stability improve, acquisitions of several hours or over-
night are becoming feasible. Of course, the investment
of so much time in a single analysis is dangerous unless
you have judiciously selected the analysis region, and
you are confident that the time invested will be
rewarded with a significant result. Obviously, you

should minimize factors that degrade the quality of
your analysis with time, such as contamination, beam
damage, and specimen drift. Therefore, you should
only carry out long analyses if your TEM is clean
(preferably UHV) and your specimen is also clean
and stable under the beam. Any specimen drift must
be corrected by computer control during the analysis,
unless your specimen is uniformly thin and homoge-
neous in composition, in which case why bother ana-
lyzing it?

36.4.B Statistical Criterion for the MMF

We can also define the MMF by a purely statistical
criterion. We discussed in Section 34.5 that we can be
sure a peak is present if the peak intensity is greater than
three times the standard deviation of the counts in the
background under the peak. From this criterion we can
come up with a definition of the detection limit which,
when combined with the Cliff-Lorimer equation
(assuming Gaussian statistics), gives the MMF (in
wt%) of element B in element A as

CBðMMFÞ ¼
3 2 I bB
� �1=2CA

kAB IA � I bA
� � (36:13)

where IbA and IbB are background intensities for ele-
ments A and B; IA is the raw integrated intensity of peak
A (including background); CA is the concentration of A
(in wt%); and kAB

–1 is the reciprocal of the Cliff-Lor-
imer k-factor. However, if we express the Cliff-Lorimer
equation as

CA

kAB IA � I bA
� � ¼ CB

IB � I bB
� � (36:14)

and substitute it into equation 36.13, the MMF is

CBðMMFÞ ¼
3 2 I bB
� �1=2CB

IB � I bB
(36:15)

Experimentally, low count-rates from thin specimens
mean that typical values of MMF are in the range
0.1–1%, which is rather large compared with some
other analytical techniques. The best compromise in
terms of improvingMMFwhile maintaining X-ray spa-
tial resolution is to use high operating voltages
(300–400 kV) and thin specimens to minimize beam
broadening. The loss of X-ray intensity, P (or I), a
consequence of using thin specimens, can be compen-
sated in part by the higher voltages and/or by using an
FEG where a small spot size of 1–2 nm can still be
maintained. Obviously Cs-corrected TEMs will help
because of their ability to put even more current into
the same size probe. Figure 36.11 summarizes the classic
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compromise between resolution and detection and how
instrumentation improvements have continued to push
the limits over the past few decades.

36.4.C Comparison with Other Definitions

TheMMFdefinition is not the only waywe canmeasure
detection limits. Currie has noted at least eight defini-
tions in the analytical-chemistry literature. Currie
defined three specific limits.

& The decision limit: Do the results of your analysis
indicate detection or not (LC)?

& The detection limit: Can you rely on a specific anal-
ysis procedure to lead to detection (Ld)?

& The determination limit: Is a specific analysis proce-
dure precise enough to yield a satisfactory quantifi-
cation (Lq)?

For IB counts from element B in a specific peak
window and I bB in the background it can be shown that

LC ¼ 2:33
ffiffiffiffiffiffi
I bB

q
(36:16)

Ld ¼ 2:71þ 4:65
ffiffiffiffiffiffi
I bB

q
(36:17)

Lq ¼ 50 1þ 1þ I bB
12:5

� �1
2

( )
(36:18)

If there are sufficient counts in the background

Ld ¼ 4:65
ffiffiffiffiffiffi
I bB

q
when I bB469 (36:19)

Ld ¼ 14:1
ffiffiffiffiffiffi
I bB

q
when I bB42500 (36:20)

Comparison of these definitions with the statistical cri-
terion in the previous section shows that CMMF�Ld.
So, if you want to quantify an element, not just deter-
mine that it is present (Ld), then you need substantially
more (� 3�) of the element in your specimen. Rather
than do the experiment yourself, it is possible to simu-
late spectra from small amounts of element B in A (or
vice versa), using DTSA, as described in the companion
text. We recommend that you simulate your analysis
before embarking on a time-consuming experiment,
which may be futile because the amount of the element
you are seeking is below the MMF.

36.4.D Minimum-Detectable Mass

TheMMF values of fraction of a percent may seem poor
compared with other analytical techniques which report
ppm or even ppb detection limits. However, it’s a differ-
ent matter if you calculate what theMMF translates to in
terms of the minimum detectable mass (MDM).

Using data for the MMF of Cr in a 304L stainless
steel measured in a VG HB-501 AEM with an FEG,
Lyman and Michael obtained an MMF of 0.069 wt%
Cr in a 164 nm foil with a spatial resolution of 44 nm and
a 200 s counting time. The electron beam size was 2 nm
(FWTM)with a beam current of 1.7 nA. In this analysis,
an estimated 2 � 104 atoms were detected. The MDM
was less than 10–19 g. If the counting time is increased by
a factor of 10 and if the operating voltage is increased to
300 kV, the spatial resolution would improve to�15 nm
and the MMF would improve to �0.01 wt%. Thus
about 300 atoms could be detected. For a foil thickness
of 16 nm (1/10th the above measured thickness), the
MMF would degrade to �0.03 wt%. However, the
spatial resolution would improve to about 2 nm. For
this case, about 20 atoms would be detected correspond-
ing to less than 10–22 g, which is an amazing figure by
any standard. Experimental verification of this was
reported in 1999 by Watanabe and Williams: 2–5
atoms of Mn were detected in a 10-nm thick Cu-Mn
alloy film. With the advent of Cs-correction and
improved computer data analysis routines, single-atom

Minimum detectable mass fraction (wt. %)
0.01 0.1 1.0

Ni in Fe
100 kV FEG-AEM

Ni in Fe
100 kV AEMMn in Cu

120 kV AEM

Ni in Fe
30 kV microprobe

Spatial
resoluton

1 nm

10 nm

100 nm

1 µm

10 µm

FEG-AEM: 2 nm beam EDS ~1 nA current, thin specimen
AEM:  EDS 20 nm beam ~1.3 nA current, thin specimen
Microprobe: WDS 1mm beam ~100nA current, bulk specimen

100 nm

10 nm

Cs-corrected
300 kV
FEG-TEM

Mn in Cu
300 kV FEG-AEM

FIGURE 36.11. Calculation of the relationship between MMF and spa-

tial resolution, R, for the EPMA and a range of AEMs. The inverse

relationship between theMMF andR is clear, although it is also apparent

that the high-brightness sources and high-kV electron beams in the AEM

can compensate for the decreased interaction volume in a thin foil. Cs

correction results in an enormous improvement in both resolution and

sensitivity.
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detection is now a distinct possibility and Figure 36.12
shows calculated improvements in detection limits for
Mn atoms in solution in Cu in a Cs-corrected 300-kV
FEG TEM. Figure 36.13 shows how mapping of a
homogeneous solid solution can detect a few atoms at
each pixel. This last figure summarizes just about every-
thing we have discussed for AEMquantification andCs-
corrected mapping: (a) z-factor quantification (the
image is still noisy), (b) MSA data manipulation (the
image is much less noisy), (c) the importance of good
thin foils (specimen thickness is very uniform and
< 20 nm in most areas), and (d) MDM close to 1–2
atoms is attainable (evenwhenmapping). Just to remind
you how good this is, go back and take a look at Figure
36.10. Consider that in the EPMA with a �1 mm3 exci-
tation volume and a 0.01wt%MMF, �3 million atoms
are detected in the analysis volume. SoXEDS in the best
Cs-corrected, intermediate-voltage, UHV, FEG TEM

has an MDM detection limit that is several million
times better than an EPMA.

While the best XEDS-TEM combinations are
approaching atomic-level detection and sub-nm spatial
resolution, it is not yet possible to detect single atoms
within individual atomic columns as is achievable in
EELS in similar, Cs-corrected, intermediate-voltage
FEG TEMs (see Chapter 39) so there is still room for
improvement, e.g., through larger collection angles and
more sophisticated data processing.

CHAPTER SUMMARY
Optimizing spatial resolution and minimum detection in the same experiment is always a
compromise. You must decide which of the two criteria is more important for the result
you’re seeking

& To get the best spatial resolution, operate with the thinnest foils and the highest energy
electron beam. Use an FEG if possible and a Cs corrector if you’re lucky.

FIGURE 36.12. Calculation of the number of Mn atoms detectable in a

Cu-0.1 wt% Mn foil as a function of foil thickness (dotted green line)

based on experimental Mn Ka counts (green circles) in a 300-keV FEG

STEM.When the Mn Ka signal is undetectable the ordinate axis value =

1 and this occurs when there are between 2 and 5Mn atoms in the analysis

volume (see top axis) which can be calculated knowing the foil thickness

and bulk chemistry. A Cs corrector (red line) is calculated to improve the

MDM from several atoms to �1 atom right at the detection limit.

FIGURE 36.13. A series of quantitative maps obtained from a homo-

geneous Cu-0.5 wt% Mn foil in a Cs-corrected, 300-kV, UHV, FEG

STEM. (A) Mn composition map from the original spectrum image, (B)

Mn composition map from the spectrum image enhanced by MSA noise

reduction, (C) thickness map, and (D) map of a number of Mn atoms.

Note the look-up tables with each map. In (D) the dominating purple

color corresponds to � 2–3 atoms. These maps were quantified by the

z-factor method.

MDM
InAEM it is useful to define theMDMas theminimum
number of atoms detectable in the analyzed volume.
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& To measure the specimen thickness use the z-factor method or the parameterized EELS
approach. If neither is possible, use CBED for a crystalline foil. If you’re reduced to
contamination spots, find a better TEM or make cleaner specimens.

& To get the best MMF, use the brightest electron source, the largest possible beam, and
thickest specimen, and count for as long as possible with the shortest time constant.

& If you want the best resolution and MMF, a Cs-corrected, intermediate-voltage, UHV,
FEG TEM is essential, along with a clean specimen and computer-controlled drift
correction; patience is also equally essential.
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SELF-ASSESSMENT QUESTIONS
Q36.1 Why do we spend so much time discussing the spatial resolution of XEDS?

Q36.2 Define R, b, and d.
Q36.3 Why are there so many variable definitions of the spatial resolution in the literature?
Q36.4 What’s the most important factor controlling the spatial resolution?
Q36.5 Why do you sometimes have little control over this specific factor?

Q36.6 Why is it challenging to measure the spatial resolution experimentally?
Q36.7 List the various methods of determining your specimen thickness and under each method list its most

important advantage and its greatest disadvantage.
Q36.8 What’s the most important factor in controlling the detection limits in any experiment?
Q36.9 What’s the difference between the MMF and the MDM?

Q36.10 Why is a high peak (P) intensity more important than a high P/B ratio when trying to improve the

detection limit?

Q36.11 Why do we choose 90% of the exit electron distribution to define the spatial resolution?Why not choose

100%?Why not choose 50%which is commonly used when calculating probe-limited image resolution?

Q36.12 Why is an interphase interface often chosen as the ideal feature across which to measure the experi-

mental spatial resolution of analysis?

Q36.13 Can you suggest other specimens that might offer similar advantages?
Q36.14 Why is an FEG the best electron source to use if you want the highest spatial resolution?
Q36.15 Is an FEG necessarily the best source to use if you want to obtain the highest analytical sensitivity? If

not, why not?
Q36.16 What improvements might be gained in both spatial resolution and analytical sensitivity from using an

aberration-corrected electron probe?
Q36.17 Why isn’t it a good idea to rely on the contamination-spot method to estimate your specimen thickness?

Q36.18 Define the decision limit, the detection limit, and the determination limit.
Q36.19 If a 300-keV FEG AEM can detect 0.01 wt% of an element in a foil �5 nm thick, estimate how many

atoms this represents in the analyzed volume. State any assumptions; be brief.

TEXT-SPECIFIC QUESTIONS
T36.1 Why does a higher voltage give higher spatial resolution in a thin specimen in the AEM but lower spatial

resolution in a thick, EPMA specimen as shown in Figure 36.1?
T36.2 Figure 36.1A does not take into account electron-diffraction effects; why does this not seriously

compromise our estimation of spatial resolution?
T36.3 The situation in Figure 36.3 assumes that all the incident beam is confined on the entrance surface of the

specimen in a circular probe of diameter b. List several factors that can make this assumption unreason-
able. (Hint: go back and look at Figure 33.5.)

T36.4 Look at Figure 36.4. Is there any advantage to be gained bymoving the interaction cones closer together

(i.e., taking more point analyses in the profile)? (Hint: go and look at equation 36.3.)
T36.5 Estimate, from Figure 36.4, the maximum angle at which the interface could be tilted before the spatial

resolution profile is degraded beyond the usual experimental limits.
T36.6 Tilting the specimen (see Figure 36.6) degrades the spatial resolution. What other disadvantages occur

when the specimen is tilted, and under what analytical conditions is there an advantage to tilting the
specimen?

T36.7 To a first approximation, calculate what it would take to detect a single atom of element B in the

analyzed volume of element A such as in Figure 36.10. State any assumptions.

T36.8 If you compare the left and right diagrams in Figure 36.10, it is clear that if a FEG AEM is to exhibit

comparable analytical performance to an EPMA, it has to be millions of times more sensitive, since the

analyzed volume is smaller by such a factor. Indicate what technical differences exist between the two
techniques such that this extraordinary improvement in signal detection and generation actually occurs.

T36.9 Explain clearly why the trend in Figure 36.11 is common to all microanalysis techniques, i.e., improving

spatial resolution invariably results in degrading the minimum detection limit.
T36.10 Which method(s) would you use to determine the thickness of (a) SiO2 glass, (b) SiO2 crystal, (c)

Cu-4% Al? Justify your choice of method in each case.
T36.11 Use DTSA to determine the minimum amount of P impurity detectable in a spectrum from otherwise

pure Fe. Your specimen is 100 nm thick, and you are operating at 200 kV with a take-off angle of 208.
Courtesy M. Watanabe

T36.12 Using the results of the previous question (MMFof P inFe), calculate a number of detectable P atoms in Fe

(MDM) for a LaB6-AEM (incident beam size, d= 10 nm) and a FEG-AEM (d= 2 nm). For the density

and the atomic weight to calculate the beam broadening, use the values for Fe, since the detection limits of P
are low enough to ignore any effects of this element (if you have answered correctly). CourtesyM.Watanabe
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37
Electron Energy-Loss Spectrometers

and Filters

CHAPTER PREVIEW

Electron energy-loss spectrometry (EELS) is the analysis of the energy distribution of
electrons that have come through the specimen. These electrons may have lost no energy
or may have suffered inelastic (usually electron-electron) collisions.

These energy-loss events tell us a tremendous amount about the chemistry and the
electronic structure of the specimen atoms, which in turn reveals details of their bonding/
valence state, the nearest-neighbor atomic structure, their dielectric response, the free-
electron density, the band gap (if there is one), and the specimen thickness.

In order to examine the spectrum of electron energies, we invariably use a magnetic-prism
spectrometer. As we sawwith X-rays, it is now common to form images of the various EELS
signals in addition to gathering spectra and to do this we use an energy filter, which is based
on the same magnetic-prism concept. Energy-filtered TEM (EFTEM) is perhaps the most
powerful AEM technique, as should become apparent. The magnetic prism/energy filter is a
highly sensitive device with an energy resolution <1 eV, even when the electron-beam
energy is as high as 300 keV.

In this chapter, we’ll describe the operational principles of both the spectrometer and
filter, how to focus and calibrate them, and how to determine the collection semi-angle (b).
This angle affects the quality and interpretation of much of your experimental data. In
subsequent chapters, we’ll go on to look at the spectra and images in more detail and the
information they contain.

The EELS technique is an excellent complement to, and is now more widely used than
the somewhat simpler XEDS, since it offers substantially more information than mere
elemental identification and is well suited to the detection of light elements, which are
difficult to analyze with XEDS.

37.1 WHY DO EELS?

So why should we do EELS when XEDS can identify
and quantify the presence of all elements above Li in the
periodic table with a spatial resolution approaching a
few atoms and analytical sensitivity close to the single-
atom level? Well, in fact EELS does even more than
XEDS in that it can detect and quantify all the elements
in the periodic table and is especially good for analyzing
the light elements. Furthermore, EELS offers even bet-
ter spatial resolution and analytical sensitivity (both at
the single-atom level) in addition to providing much
more than just elemental identification as indicated in
the preview. So the next question is, why bother with
XEDS at all? The answer to this is that EELS, as you
will see, can be a challenging experimental technique; it

requires very thin specimens to get the best information
and understanding and processing the spectra and
images requires somewhat more of a physics back-
ground than XEDS.

The main point that you need to understand is that
XEDS and EELS are highly complementary techniques;
most AEMs come equipped with both kinds of
spectrometer.

37.1.A Pros and Cons of Inelastic Scattering

When a high-energy electron traverses a thin specimen it
can either emerge unscathed or it loses energy by a
variety of processes that we first discussed way back in
Chapter 4. EELS separates these inelastically scattered
electrons into a spectrum, which we can interpret and
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quantify, form images or DPs from electrons of specific
energy, and also combine the spectra and images via
spectrum imaging, as we’ve already seen for XEDS (see
Section 33.6.C). Throughout the book, we’ve already
seen some contrasting aspects of inelastic scattering

& Kikuchi lines and HOLZ lines occur in DPs; the
electrons in these lines are diffracted very close to
the Bragg angle, and give us much more accurate
crystallographic information than the SAD/CBED
(spot/disk) pattern. In thick specimens, many of the
electrons in these lines are inelastically scattered, so
thicker specimens can be useful.

& Conversely, the background intensity that surrounds
the direct beam in DPs, obscuring faint spots in
SADPs and fine detail in CBDPs is due to inelastic
scatter. So if you can remove (i.e., filter out) these
electrons, you can considerably enhance the quality
of your DPs.

& Chromatic aberration is due to energy-loss electrons
following different paths through the objective lens
and limits the image resolution in thick specimens.
You can avoid this by using very thin specimens, but
if you’re stuck with a thick specimen then you can
restore the quality of your images by filtering out
inelastic electrons thus removing specimen-induced
chromatic-aberration effects.

& Specimen damage, which is usually undesirable, is
often caused by inelastic interactions and there isn’t
much you can do about this, as we discussed back in
Chapter 4.

& In Chapter 4, we also discussed many of the other
ways that electrons could lose energy going through
the specimen, producing X-rays and other phenom-
ena such as plasmons and phonons. These and other
interactions produce energy-loss electrons, which
contain useful information about the electronic
structure and elemental makeup of your specimen.

In fact, if yourAEMhas an energy-loss spectrometer
or filter, then inelastic scattering, in general, is some-
thing you should want to happen in your specimens
because, if it didn’t happen, TEM would be a much
less useful technique and this book would be several
chapters shorter (so we at least are happy).

The technique of EELS predates X-ray spectrome-
try. In fact, the experimental pioneers of EELS, Hillier
and Baker (1944), were the same two scientists who first
proposed and patented the idea of X-ray spectrometry
in an electron-beam instrument, similar to the EPMA. If
you want to read a brief history of the technique, see the
classic book by Egerton. We’ll refer to the second
edition of Egerton’s text on many occasions. In contrast
to X-ray analysis, EELS was relatively slow to develop,
but is now perhaps the dominant spectrometry tech-
nique on probe-forming TEMs for the reasons we gave
at the start of the chapter.

Once you’ve finished this set of chapters, you should
find Egerton’s book to be highly informative and like-
wise, the multi-author text on energy-filtered imaging,
edited by Reimer. Every 4 years since 1990, there has
been an international, focused workshop on EELS and
related techniques in the TEM (URL #1) and the pro-
ceedings have been published in special issues of various
EM journals, as noted in the reference list.

37.1.B The Energy-Loss Spectrum

Let’s start as we did for XEDS by looking at a typical
spectrum such as Figure 37.1. We won’t go into detail
here but will save that for the subsequent chapters. For
the time being, it’s worth pointing out that we split up
the spectrum into the low-loss and high-loss regions,
with � 50 eV being the somewhat arbitrary break
point. It isn’t particularly apparent from the figure,
but we’ll see later that the low-loss region contains
electronic information from the more weakly bound
conduction and valence-band electrons, while the high-
loss region contains primarily elemental information
from the more tightly bound, core-shell electrons and
also details about bonding and atomic distribution. For
the time being, you should note that

& the zero-loss peak is very intense, which can be both
an advantage and a hindrance

& the intensity range is enormous; this graph uses a
logarithmic scale as the only way to display the
whole spectrum

& the low-loss regime containing the plasmon peak (see
Chapter 38) is relatively intense

0 200 400 600 800

Counts

Energy loss (eV)

Zero-loss

Plasmon

Ni M2,3

O K Ni L2,3

102

low energy loss

High energy loss

104

106

108

1010

FIGURE 37.1. An EELS spectrum displayed in logarithmic intensity

mode. The zero-loss peak is an order of magnitude more intense than

the low energy-loss portion (characterized by the plasmon peak), which is

many orders of magnitude more intense than the small ionization edges

identified in the high energy-loss range. Note the relatively high (and

rapidly changing) background.
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& the element-characteristic features called ionization
edges (see Chapter 39), are relatively low in intensity
compared to the background

& the overall signal intensity drops rapidly with
increasing energy loss, reaching negligible levels
above �2 keV, which really defines the energy limits
of the technique (and this is about the energy when
XEDS really comes into its own, emphasizing again
their complementarity).

37.2 EELS INSTRUMENTATION

Throughout this and the subsequent chapters, we’ll dis-
tinguish between spectrometers and energy filters (so
called because they filter out electrons of specific
energy). The former primarily produce spectra and are
great for the dedicated spectroscopist. The latter can
produce spectra but are designed to create images and
so are more useful to microscopists who find spectra
boring and who want filtered images and DPs to com-
pare with standard ones produced by their TEM. There
is only one kind of spectrometer commercially available,
manufactured by Gatan, Inc. termed a parallel-collec-
tion EELS or PEELS. The PEELS is a magnetic-prism
(sometimes called a magnetic-sector) system and is
mounted on a TEM or STEM after the viewing screen
or post-specimen detectors. There are two kinds of fil-
ters which result in radically different instruments
which, nevertheless, perform similar functions. We’ll
describe these two types in some detail throughout the
chapter.

The post-column Gatan Image Filter (GIF) is a
development of their magnetic-prism PEELS. The in-
column filter, a magnetic variant of the original Cas-
taing-Henry magnetic prism/electrostatic mirror, is
exemplified by the Omega (O) filter, pioneered by Zeiss
and also now used by JEOL. The in-column filter, as the
name implies, is integrated into the TEM and sits
between the specimen and the viewing screen/detector
(rather than being an optional addition, like the PEELS/
GIF). Magnetic spectrometers, along with electrostatic
or combined electrostatic/magnetic systems, have been
the subject of serious reviews byMetherell and Egerton.
If you’re an instrument enthusiast, you should try to
read these articles but if you just want a more concise
summary, then try Egerton’s chapter in Ahn’s edited
book.

Surface scientists use electron spectrometers to mea-
sure exceedingly small (meV) energy losses in low-
energy electron beams reflected from the surfaces of
samples in UHV instrumentation, such as XPS and
Auger systems. We will deal only with transmission
EELS studies of high-voltage TEM beams. Recent
advances in monochromators for electron guns, com-
bined with spherical and chromatic aberration correc-
tion, mean that energy resolution <100 meV is now
possible and in the near future this will open a whole
new field of TEM-based EELS studies, complementing
the established, surface-science techniques but with
much better lateral resolution.

Whether you use a Gatan post-column PEELS, a
GIF, or an O filter, the electron passes through one or
more magnetic spectrometers, so we’ll start by discuss-
ing the principles of this basic tool before moving on to
the more complex filtering systems.

37.3 THE MAGNETIC PRISM:
A SPECTROMETER AND A LENS

The magnetic prism spectrometer is preferred to an
electrostatic or combined magnetic/electrostatic spec-
trometer, for several reasons

& It is compact and easily interfaced to the TEM.
(Remember the WDS problem.)

& It offers sufficient energy resolution to distinguish
spectra from all the elements in the periodic table
and so is ideal for analysis.

& Electrons in the energy range 100–400 keV, typical of
AEMs, can be dispersed sufficiently to detect the
spectrum electronically, without limiting the energy
resolution.

The basic PEELS-TEM interface and ray paths are
shown in Figure 37.2 and a picture of a Gatan spectrom-
eter (actually a combination imaging spectrometer),
which would be installed beneath the camera system of
a TEM, is shown in Figure 37.3. Because these spectrom-
eters are so widespread, many of the numerical
values in this chapter are taken from the Gatan litera-
ture (see URL #2). For the details of operation you
should, of course, read the instruction manual and
Brydson gives a concise summary of all the experimental
steps.

From Figure 37.2B, you can see that electrons are
selected by a variable entrance aperture (diameters: 1, 2,
3, or 5 mm in theGatan system). (Obviously, you have to
make sure the screen is raised and any on-axis detectors
or cameras are removed in order to detect the spectrum.)
The electrons travel down a ‘drift tube’ (Figure 37.2A)
through the spectrometer and are deflected through
� 908 by the magnetic field. Electrons that have lost

ENERGY FILTERS
Two types of commercial filters are presently manu-
factured: the post-column filter and the in-column
filter.
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energy are deflected further than those suffering zero
loss. A spectrum is thus formed in the dispersion plane,
consisting of a distribution of electron intensity (I) ver-
sus energy loss (E). You can see that this process is
closely analogous to the dispersion of white light by a
glass prism shown in the inset.

Now if you look at Figure 37.2B, you’ll see that
electrons suffering the same energy loss but traveling
in both on-axis and off-axis directions are also brought
back to a focus in the dispersion (or image) plane of the
spectrometer. So the prism also acts as a magnetic lens.
This focusing action is not seen in the otherwise-analo-
gous glass prism (if you recall your high-school physics
lab, you had to use a post-prism convex lens to focus the
spectrum and separate the individual colors (i.e., fre-
quencies/energies)). We’ll give many examples of EEL
spectra in the subsequent chapters.

37.3.A Focusing the Spectrometer

Because the spectrometer is also a lens, you have to
know how to focus it, and how to minimize the aberra-
tions and astigmatism that are inherent in any magnetic
lens. The latest spectrometers are fully corrected for
third-order aberrations and the alignment, compensa-
tion for stray-AC fields, and focusing are all software
controlled. So read the manual, because we will not
reproduce it here, merely describe the principles.

The spectrometer has to focus the electrons because
off-axis electrons experience a different magnetic field to
on-axis electrons. The spectrometer is an axially asym-
metric lens unlike the other TEM lenses. The path length
of off-axis electrons through the magnet also varies, and
the magnet has to be carefully constructed to ensure
correct compensation for different electron paths so
that focusing occurs. This correction is achieved by
machining the entrance and exit faces of the spectrometer
so they are not normal to the axial rays, as shown in

(A)

(B)

(C)
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Projector
crossover
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Magnetic
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(polychromatic)
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FIGURE 37.2. (A) Schematic diagram showing how a PEELS is inter-

faced below the viewing screen of a TEM and the position of the various

components. (B) Ray paths through amagnetic prism spectrometer show-

ing the different dispersion and focusing of the no-loss and energy-loss

electrons in the image (dispersion) plane of the spectrometer. The inset

shows the analogy with the dispersion of white light by a glass prism.

(C) The lens focusing action in the plane normal to the spectrometer.

FIGURE 37.3. A Gatan Tridiem PEELS which interfaces below the

viewing screen of an AEM.

NOTATION
Although we’ve consistently used the letter E for
energy, energy-loss should, therefore, be denoted by
DE since it’s a change in energy. However, it is a
convention in the EELS literature to use E inter-
changeably for both an energy loss (e.g., the plasmon
loss Ep) and a specific energy (e.g., the critical ioniza-
tion energy EC). So we will use E (note the different
font) but remember, it really means a change in E.
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Figure 37.2B. These non-normal faces also act to ensure
that electrons traveling out of the plane of the paper in
Figure 37.2B are also focused in the dispersion plane, as
shown in Figure 37.2C (because it focuses in two planes
we call it ‘double focusing’). The faces of the prism are
curved tominimize aberrations and, like their counterparts
within the TEM column, the spectrometer lenses continue
to improve as higher-order aberrations are minimized. The
many quadrupoles, sextupoles, and other focusing
electronics and lenses are not shown, but the length of
the spectrometer in Figure 37.3 (and looking ahead to
Figure 37.15) gives you some idea of its complexity.

As with any lens, the spectrometer takes electrons ema-
nating from a point in an object plane and brings them
back to a point in the image (dispersion) plane. Because the
spectrometer is an asymmetric lens, we have to fix both the
object distance and image distance if we want to keep the
spectrum in focus. The object plane of the spectrometer or
filter depends on the detail of the machine you are using

& In DSTEMs with no post-specimen lenses the object
plane for a post-column spectrometer is the plane of
the specimen.

& In a TEM/STEM, or a DSTEM with post-specimen
lenses, the object plane for a post-column spectrom-
eter is the back-focal plane of the projector lens,
which can contain either an image or a DP.

& In a TEM/STEM, or a DSTEM with post-specimen
lenses, the object plane for an in-column filter is the
back-focal plane of the first projector (or intermedi-
ate) lens, which can contain either an image or a DP.

In a TEM, the projector-lens setting is usually fixed,
so the object plane is fixed and the manufacturer usually
sets this plane to coincide with the differential pumping
aperture separating the column from the viewing cham-
ber. In someDSTEMs there are no post-specimen lenses
so the object plane of the spectrometer is the plane of the
specimen. In this case, it is essential that you keep your
specimen height constant.

In practice, the back-focal plane of the projector may
move slightly as you change operatingmodes (for example,
from TEM to STEM) and so you have to be able to adjust
the spectrometer. You do this by looking at the electrons
that come through the specimenwithout losing any energy.
These electrons have a Gaussian-shaped intensity distribu-
tion called the zero-loss peak (ZLP), which we’ll talk about
more in the next chapter. You can see the ZLP on the
computer display of the EELS system and the software
focuses it by adjusting a pair of pre-spectrometer quadru-
poles until it has a minimum width and maximum height.

The consistency of the information passed through
the spectrometer is described by the transmissivity, which
is the imaged area (object radius) as a function of the
solid scattering angle for a given energy resolution. A
perfect spectrometer would uniformly transmit electrons
of a specific energy loss over the whole spectrumor, more

importantly, over the whole image. If the ZLP is scanned
across the spectrometer slit, then a uniform intensity
should fall on the detector. Deviations from uniformity
reflect the aberrations in the spectrometer; see the paper
by Uhlemann and Rose for the details.

37.3.B Spectrometer Dispersion

We define the dispersion as the distance in the spectrum
(dx) between electrons differing in energy by dE. It is a
function of the strength of the magnetic field (which is
governed by the strength (i.e., size) of the spectrometer
magnet) and the energy of the incident beam E0. For the
Gatan magnet, the radius of curvature (R) of electrons
traveling on axis is about 200 mm, and for 100-keV
electrons dx/dE is � 2 mm/eV. For PEELS this disper-
sion value is inadequate and typically electrons with an
energy range of about 15 eV would fall on each 25-mm
wide diode. Therefore, the dispersion plane has to be
magnified � 15� before the spectrum can be detected
with resolution closer to 1 eV. This magnification
requires post-spectrometer lenses and four quadrupoles
are used. The dispersion should be linear across the
PDA (photo-diode array); you can check this by mea-
suring the separation of a known pair of spectral fea-
tures (e.g., zero loss and C K edge) as you displace the
spectrum across different parts of the PDA.

37.3.C Spectrometer Resolution

We define the energy resolution of the spectrometer as
the FWHMof the focused ZLP and, while it might seem
trivial, you should remember to focus the spectrometer
every time you acquire a spectrum or filtered image. The
type of electron source determines the resolution. As we
saw back in Chapter 5 (Table 5.1), at � 100 keV a W
source has the worst energy resolution (�3 eV), a LaB6

is slightly better at�1.5 eV, a Schottky field emitter can
give �0.7 eV, and a cold FEG gives the best value of
�0.3 eV. These values will all get slightly worse at higher
keV. Because of the high emission current from ther-
mionic sources, the energy resolution is limited by elec-
trostatic interactions between electrons at the filament
crossover. This electron-electron interaction is called
the Boersch effect. We can partially overcome this
limit by undersaturating the filament and using only
the electrons in the halo. Then a LaB6 source can attain
a resolution of �1 eV but at the expense of a consider-
able loss of current, which we can compensate for by
increasing the beam size and/or the C2 aperture. There
are other ways you can improve the energy resolution,
for example, dropping the kV and the probe current.
Figure 37.4A shows data from a cold FEG operated at
200 keV delivering a FWHM of 370 meV (0.37 eV)
which is about the best that can be obtained under
standard operating conditions.
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The energy resolution decreases slightly as the
energy loss increases, but it should be no worse than
�1.5� the ZLP width up to 1000 eV energy loss.

If you operate at a higher voltage you should also
expect a degradation of energy resolution as the kV
increases, approximately tripling from 100 to 400 kV.

Because the magnetic prism is so sensitive, external
magnetic fields in the microscope room may limit the
resolution. If you have an older PEELS, you may see a
disturbance to your spectrum if you sit in a metal chair
and move around or if you open metal doors into the
TEM room, so fine, hand-carved chairs are de rigeur for
old EELS operators.

The best energy resolution requires a small projector
crossover and a small (1 or 2mm) entrance aperture giv-
ing a collection semi-angle of � 10 mrads (see Section
37.4.B below). A larger entrance aperture degrades the
resolution because the off-axis beams suffer aberrations.
The resolution may change as you deflect the ZLP onto
different regions of the PDA, although this should not
happen if your spectrometer is properly aligned.

37.3.D Calibrating the Spectrometer

We can calibrate the spectrometer (in terms of eV/chan-
nel, just like an XEDS) by placing an accurately known
voltage on the drift tube, or changing the accelerating
voltage slightly, both of which displace the spectrum by
a known, fixed amount. Figure 37.4B shows images of
the ZLP displaced by a known amount, thus defining
both the resolution and the dispersion of the spectrom-
eter at the same time. Usually, calibration is automa-
tically handled by the software but, if you have a really
early system, you can (as in XEDS) look for features in a
spectrum from a known specimen that occur at specific
energies, such as the ZLP at 0 eV and the Ni L3 ioniza-
tion edge at 855 eV. Modern electronics are reasonably
stable and the calibration doesn’t shift substantially but,
unless you have the PEELS, which automatically com-
pensates for energy and current drift, you have to check
these regularly throughout an operating session since, if
shifts of even a few eV occur, they are of the same order
as the energy resolution of the spectrometer.

37.4 ACQUIRING A SPECTRUM

To gather a spectrum, such as shown in Figure 37.1, we
need a recording device in the dispersion plane of the
spectrometer. Historically this was photographic film
and early commercial PEELS had a semiconductor
PDA but now a CCD is used, in common with both

(A)

(B)

FIGURE 37.4. (A) The energy resolution (0.37 eV) of a cold FEG at

200 keV with 150 pA of current determined from the FWHMof the ZLP.

The peak is not symmetrical because of electrons tunneling out from the

tip with a slight (< 1 eV) loss of energy. (B) The intensity profile across the

ZLP exposed on a CCD camera, then displaced by 10 eV and re-exposed.

The resolution, defined by the FWHM, in this case is 1.1 eV and if the

number of channels between the peak centroids is counted (e.g., 100

channels) then the dispersion (0.1 eV/channel) is easy to calculate.

ENERGY RESOLUTION
For comparison: for XEDS it’s >100 eV; for EELS
it’s <1 eV.

684 .................................................................................................................ELECTRON ENERGY-LOSS SPECTROMETERS AND FILTERS



GIFs andO filters (we talked about CCDs in Chapter 7).
CCDs show lower gain variation, �30� better sensitiv-
ity, higher dynamic range, and improved energy resolu-
tion compared with PDAs. It’s worth a brief aside to
mention serial EELS or SEELS which was the first com-
mercial method of recording spectra around 1980. While
it offered some advantages, SEELSwas slow and tedious
since each energy loss channel was recorded sequentially
and it was rapidly superseded by PEELS which gathers
the whole energy range simultaneously. The Gatan
PEELS uses a YAG scintillator coupled via fiber optics
to a PDAorCCD in the dispersion plane of the spectrom-
eter, as shown in Figure 37.5. Since many PDA-PEELS
systems are still in use, it is worth describing its operation
and limitations, The PDA consists of 1024 electrically
isolated and thermoelectrically cooled Si diodes, each
�25 mmacross. The integration time to gather a spectrum
can vary from a few msec to several hundred seconds
depending on the intensity of the signal. Because each
diode saturates at �16,000 counts you have to select an
integration time that avoids saturation during any single
acquisition, and you can then sum as many individual
integration times as you need to give a spectrum of the
desired quality. The CCD detector is 100� 1340 array of
20 mm pixels and does not saturate rapidly like the PDA
so acquisition is much more straightforward. After

integration, the whole spectrum is read out via an ampli-
fier through an A/D converter and into the computer
display system. The Gatan software offers a variety of
standard acquisition conditions suited to different types
of spectra.

37.4.A Image and Diffraction Modes

When using any spectrometer or filter in a TEM/STEM,
we can operate in one of twomodes, and the terminology
for this is confusing. If we operate the TEM such that an
image is present on the viewing screen then the back-focal
plane of the projector lens contains a DP, which the post-
column spectrometer uses as its object. From the spectro-
scopist’s viewpoint, therefore, this is termed ‘diffraction
mode’ or ‘diffraction coupling,’ but from the microscop-
ist’s viewpoint, it is more natural to call this ‘image
mode’ since we are looking at an image on the screen.
Conversely, if you adjust the microscope so a DP is
projected onto the screen (which includes STEM mode
in a TEM/STEM), then the (post-column) spectrometer/
GIF object plane contains an image, and the terminology
is reversed. Likewise, as we’ll see for an in-column filter,
the back-focal plane of the intermediate lens onwhich the
filter is focused can contain either an image (diffraction
mode; there’s a DP on the TEM screen) or a DP (image
mode; there’s an image on the TEM screen).

& The spectroscopist uses the term image coupling and
the microscopist says diffraction mode.

& In this text, imagemodemeans an image is present on
the TEM screen; naturally, we use the microscopists’
terminology. You should not use this mode for any
spectroscopy, only for EFTEM imaging.

& You should use diffraction (or STEM) mode for all
spectroscopy and imaging, except forEFTEMimaging.

& Both sets of terms appear in the earlier literature,
often without precise definition, so it can be rather
confusing, but the microscopists have generally won
this conflict.

37.4.B Spectrometer-Collection Angle

The collection angle (as before, we really mean semi-
angle) of the spectrometer (b) is a most important vari-
able in several aspects of EELS, so you should know b
for all your usual operating modes. If you do gather
spectra with different b it is difficult to make sensible
comparisons without considerable post-acquisition pro-
cessing. Poor control of the collection angle is the most
common error in quantification, although it is less
important the higher the value of b that you use. The
detailed intensity variations in the spectrum depend on
the range of electron-scattering angles gathered by the
spectrometer. Under certain circumstances, the effective
value of b can be modified if the beam-convergence

FIGURE 37.5. Schematic diagram of parallel collection of the energy-

loss spectrum onto a YAG scintillator fiber-optically coupled to a semi-

conductor PDA.
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angle a is> b, but we’ll discuss that when we talk about
quantification of ionization edges in Chapter 39. Like-
wise, we’ll see that there is a characteristic or most-
probable scattering angle for specific loss processes
and typically, b should be 2–3� that angle. So, if in
doubt, make b larger. The value of b is affected by
your choice of operating mode, and so we will describe
how to measure b under different conditions that you
may encounter and, while the Gatan software can cal-
culate the value for you, it’s good to know the principles
behind the black box. Let’s start by considering themost
simple definition for b, as illustrated in Figure 37.6.

Dedicated STEMs. In a basic DSTEM the situation is
straightforward if there are no post-specimen lenses
because, as shown in Figure 37.6, b can be calculated
from simple geometry. Depending on the diameter (d) of
the spectrometer entrance aperture and the distance from
the specimen to the aperture (h), b (in radians) is given by

b � d

2h
(37:1)

This value is approximate and assumes b is small. Since
h is not a variable, the range of b is controlled by the
number and size of the spectrometer apertures. There-
fore, if h is �100 mm, then for a 1-mm diameter aper-
ture, b is 5 mrads. If there are post-specimen lenses and
apertures, the situation is similar to that in a TEM/
STEM, as we discuss below.

TEM-imagemode. Remember that, in imagemode, a
magnified image of the specimen is present on the view-
ing screen or detector. In contrast to what we just
described for a dedicated STEM, the angular distribu-
tion of electrons entering the spectrometer aperture
below the center of the TEM screen is independent of
the entrance-aperture size. This is because we control
the angular distribution of electrons contributing to any
TEM image by the size of the objective aperture in the
back-focal plane of the objective lens. If we don’t use an
objective aperture then the collection angle is very large
(>�100 mrads) and need not be calculated accurately
because we’ll see that small differences in a large b do
not affect the spectrum or subsequent quantification.

If, for some reason, you do wish to calculate b in
image mode with no aperture inserted, you need to
know the magnification of the DP in the back-focal
plane of the projector lens (which is the front-focal
plane of the spectrometer). As you will recall, this mag-
nification is controlled by the camera length L of the
DP, and this is given by

L � D

M
(37:2)

where D is the distance from the projector crossover to
the recording plane and M is the magnification of the
image in that plane. So if D is about 500 mm and the
screenmagnification is 10,000� thenL is 0.05mm. Thus
we can show

b � r0
L

(37:3)

where r0 is the maximum radius of the DP in the focal
plane of the spectrometer. Typically, r0 is�5 mm, and so
b is 0.1 rads or 100mrad which, as we just said, is so large
that we rarely need to know it accurately. In fact, in
TEM-image mode without an objective aperture, if you
just assume b = 100 mrads, any calculation or quantifi-
cation you do will be effectively independent of b.

If you insert an objective aperture and you know its
size and the focal length of the objective lens then b can
easily be calculated geometrically. To a first approxima-
tion, in a similar manner to equation 37.1, b is the
objective-aperture diameter divided by twice the focal
length of the objective lens, as shown in Figure 37.7. For
example, with a focal length of 3 mm and a 30 mm
diameter aperture, b is � 5 mrads, which is good if you
need high-energy resolution.

α

Incident
beam

Specimen

h β

d

To EELS

Spectrometer
entrance
aperture

FIGURE 37.6. Schematic diagram showing the definition of b in a

DSTEM in which no lenses exist between the specimen and the spectrom-

eter entrance aperture.

SEMI-ANGLE b
b is the semi-angle subtended at the specimen by the
entrance aperture to the spectrometer or filter.
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If you insert an objective aperture, a normal BF image
can be seen on the TEM screen and the information in the
spectrum is related to the area of the image that sits
directly above the spectrometer-entrance aperture. How-
ever, as we’ll see in Section 37.4.C, there is some consider-
able error (� 100 nm) due to chromatic aberration. We
will return to this point in Section 39.10 when we discuss
the spatial resolution. Remember also that with the objec-
tive aperture inserted, you cannot do XEDS, so simulta-
neous EELS and XEDS is not possible in this mode.

TEM/STEM diffraction mode. In diffraction (also
STEM) mode, the situation is a little more complicated.
We focus the spectrometer on an image of the specimen;
so we see a DP on the screen and also in the plane of the
spectrometer-entrance aperture. Under these circum-
stances, you control b by your choice of the spectrom-
eter-entrance aperture.

If a small objective aperture is inserted, it is possible
that it may limit b; the effective value of b at the back
focal plane of the projector lens is b/M where M is the
magnification of the image in the back focal plane of the
projector lens.

You have to calibrate b from the DP of a known
crystalline specimen, as shown in Figure 37.8. Knowing
the size of the spectrometer-entrance aperture, the value
of b can be calibrated because the distance (b) that
separates the 000 spot and a known hkl maximum is
twice the Bragg angle, 2yB. If the effective aperture
diameter in the recording plane (equivalent to the

STEM detector collection angle back in Section 22.6)
is deff and b = 2y then

b ¼ deff
2

2yB
b

(37:4)

The effective entrance aperture diameter deff at the
recording plane is related to the actual diameter d by

deff ¼
dD

DA
(37:5)

where D is the distance from the projector crossover to
the recording plane and DA is the distance between the
crossover and the entrance aperture. Alternatively, b can
be determined directly if the camera length on the
recording plane (L) is known since

b ¼ D

DA

d

L
(37:6)

DA is typically 610 mm for Gatan PEELS systems butD
varies depending on the TEM; you have control over d
and L. For example, if D is 500 mm and L is 800 mm
then for a 5 mm diameter aperture, b is � 5mrads.

deff

β

f = 3mm

Thin specimen

Objective aperture

Intermediate lens(es)

Projector lens

Effective
spectrometer

entrance
aperture

Screen
Image plane
of projector

lens

BFP of projector
lens and differential
pumping aperture

hkl 000
CBED
disks

deff2α

2β

b

FIGURE 37.8. The value of b in TEM/STEM diffraction mode is deter-

mined by the dimensions of the spectrometer entrance aperture, projected

into the plane of the DP. The dimensions can be calibrated by reference to

a known DP.

d
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Objective
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f ~ 3mm

Intermediate
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Projector lens

Effective spectrometer
entrance aperture
in plane of screen

FIGURE 37.7. The value of b in TEM image mode is governed by the

dimensions of the objective aperture in the BFP of the objective lens.
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If we choose a camera length such that the image of
the specimen in the back focal plane of the spectrometer
is at a magnification of 1�, then, in effect, we have
moved the specimen to the focal plane of the spectrom-
eter. This special value of L is equal to D, which you
should know for your ownmicroscope. Then b is simply
the entrance aperture diameter divided byDA (610mm).

In summary, the collection angle is a crucial factor in
EELS and the spectrometer/filter software should cal-
culate the values of b in the various operating conditions
that you’ll encounter.

& Generally, large collection angles will give high
intensity but poor energy resolution.

& If you collect your spectrum in image mode without
an objective aperture then you won’t compromise
your energy resolution but spatial resolution is
poor, as we’ll see below.

& If you’re in diffraction mode and you control b with
the entrance aperture, then a large aperture (high
intensity, high b) will lower the resolution and vice
versa.

& Generally, smaller collection angles also give a higher
signal-to-noise ratio in the spectrum.

37.4.C Spatial Selection

Depending on whether you’re operating in image or
diffraction mode, you obtain your spectrum from dif-
ferent regions of the specimen. In TEM-image mode, we
position the area to be analyzed on the optic axis, above
the entrance aperture. The area selected is a function of
the aperture size demagnified back to the plane of the
specimen. For example, if the image magnification is
100,000� at the recording plane and the effective
entrance aperture size at the recording plane is 1mm,
then the area contributing to the spectrum is 10 nm. So,
you might think that you can do high spatial resolution
analysis without a probe-forming STEM. However, if
you’re analyzing electrons that have suffered a signifi-
cant energy loss, they may have come from areas of the
specimen well away from the area you selected, because
of chromatic aberration. This displacement d is given by

d ¼ y Df (37:7)

where y is the angle of scatter, typically < 10 mrads,
and Df is the defocus error due to chromatic aberration
given by

Df ¼ Cc
E

E0
(37:8)

where Cc is the chromatic-aberration coefficient. So if
we take a typical energy loss E of 284 eV (the energy
required to eject a carbon K-shell electron) and we have
a beam energy E0 of 100 keV, then the defocus due to

chromatic aberration (with Cc = 3 mm) will be close to
10 mmwhich gives an actual displacement, d, of 10–4 mm
or 100 nm. This figure is very large compared to the
value of 10 nm, whichwe calculated without considering
chromatic-aberration effects.

In TEM diffraction mode, you select the area of the
specimen contributing to the DP in the usual way. You
can use either the SAD aperture, which has a lower limit
of about 5 mm, or you can form a fine beam as in STEM
so that a CBED pattern appears on the screen. In the
latter case, the area you select is a function of the beam
size and the beam spreading, but is generally < �50nm
wide. Therefore, this method is best for high spatial
resolution EELS, just as for XEDS analysis. But rather
than just selecting a single point, it is much better to keep
the beam scanning and gather a spectrum at every point
(i.e., spectrum imaging; see Section 37.8). This conclusion
is true for both in-column and post-column filtering.

37.5 PROBLEMS WITH PEELS

There are several standard tests you need to perform to
determine that all is well with the PEELS PDA and
electronics, just as we described for XEDS back in
Chapters 32 and 33.

37.5.A Point-Spread Function

In a PEELS, you can reduce the magnification of your
spectrum so that the ZLP occupies a single PDA channel
or pixel on the CCD. Any intensity registered outside
that channel is an artifact of the system and is called the
point-spread function (PSF). This function acts to
degrade the inherent resolution of themagnetic spectrom-
eter. The ZLP may spread on its way through the YAG
scintillator and the fiber optics before hitting the PDA or
CCD. Figure 37.9A shows the PSF of a PEELS and
clearly there is intensity well outside a single channel,
although a CCD offers considerably better PSF perfor-
mance than the PDA. The PSF broadens features in your
spectrum such as ionization edges, but you need to
remove its effect by deconvolution (see Section 39.6)
thus restoring the resolution of the spectrum to that
inherent in the beam, in the same way we described for
X-ray spectra in Section 34.4, except that the commercial
software is available and it makes sense to deconvolute
the PSF from any spectrum that you gather. The concept
is essentially the same as the point-spread function we

THE PRICE
While TEM-imagemodemight be good for gathering
spectra with a large b and high-energy resolution, the
price you pay is much poorer spatial resolution, so we
don’t recommend it.
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discussed for HRTEM. Figure 37.9B and C demon-
strates that such energy deconvolution can produce a
significant sharpening of the spectrum and, just as in
XEDS, there is no reason not to run a ZLP deconvolu-
tion routinely to get the best resolution in your spectrum,
so long as you are confident (e.g., by testing the software
on spectra from known specimens (see Section 39.6)) that
such processing does not introduce its own artifacts;
which is a good segue into the next section.

37.5.B PEELS Artifacts

Almost all the artifacts in a PEELS system are a conse-
quence of the PDA, which is why CCD detectors have
been introduced. If you have a PDA system, then the
individual diodes will differ slightly in their response to
the incident electron beam and therefore, there will be a
channel-to-channel gain variation in intensity. If you
spread the beam uniformly over the array using at least
the 3 mm aperture and looking at the diode readouts, you
can see any variation, as shown in Figure 37.10.You have
to divide your experimental spectrum by this response
spectrum to remove any gain variation. Alternatively,
and this is recommended, you can gather two spectra
with slight energy shifts (�1–2 eV) or spatial shifts between
them and superimpose them electronically. Using a 2-D
CCD array, as in the GIF, also removes this problem.

If you gather many spectra and superimpose them to
avoid saturation of the PDA, you’ll generate readout
noise. Random readout noise or shot noise from the
electronics chain is minimized by taking fewer readouts,
and by thermoelectric cooling of the PDA. Individual
diodes may fail and give high leakage currents which
appear as spikes in the spectrum. The fixed-pattern
noise is a function of the three-phase readout circuitry.
All these effects will appear when there is no current
falling on the diodes and together they constitute the
dark current (see Figure 37.11). The dark current is

(A)

(B)

(C)

Channels from center
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of total
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FIGURE 37.9. (A) The point-spread function showing the degradation

of the intense well-defined ZLP through spreading of the signal as it is

transferred from the scintillator via the fiber optic coupling to the PDA or

CCD. The peak should occupy a single channel but is spread across

several channels. (B, C) The improvement in energy resolution in the

boron K edge from a BN nanotube as a result of ZLP deconvolution.

The raw data (B) indicate a resolution of 0.68 eV for the B-K edge and this

is improved (C) to 0.36 eV after deconvoluting the point-spread function.

FIGURE 37.10. The variation in the response of individual diodes in the

PEELS detection system to a constant incident electron intensity. The

channel-to-channel gain variation is clear and each detector array has its

own characteristic response function.
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small unless you have a bad diode and it is only a
problem when there are very few counts in your spec-
trum or you have added together multiple (e.g., 10 or
more) spectra. A CCD detector has a higher dark cur-
rent than a cooled PDA. Figure 37.12 shows some of
these effects and how to remove them.

When the diodes are cooled, only �95% of the signal
is read out in the first integration, �4.5% on the second,
�0.25% on the third, and so on. This incomplete readout
can introduce an artifact if you saturated the diodes with
an intense signal like the ZLP. This residual peak then
shows up as a ghost peak in the next readout and decays
slowly over several readouts. So, if a ghost peak appears,
just run several readouts and it will disappear; this way
you’ll never confuse a ghost with a genuine ionization
edge or other spectral feature. You can also get a ghost
peak on aCCDdetector if you overexpose the scintillator.

Increasing the keVmeansmore electrons are generated
in the scintillator and the sensitivity should be linearly
related to the electron energy. If you’re doing quantitative
analysis, check that the YAG responds linearly to differ-
ent intensities by comparing the zero-loss intensity mea-
sured in a single 1 s readout with that recorded say in
40 readouts each of 0.025 s. In each case, subtract the
dark current. Obviously the ratio of these two intensities
should be unity, for all levels of signal falling on the YAG.
If you’re more intent on low-loss spectrometry or fine-
structure studies, this non-linearity is not important.

We can summarize the PDA artifacts and how we
eliminate them in Table 37.1.

37.6 IMAGING FILTERS

Energy-filtered TEM (EFTEM) is sometimes termed
energy-filtered imaging (EFI) or electron-spectroscopic
imaging (ESI) and is perhaps the most powerful AEM
technique, as will become apparent. To perform
EFTEM, you basically select (or filter out) electrons of
a specific energy coming through the spectrometer and
form either an image or a DP. Doing EFTEM is per-
fectly acceptable in TEM image mode (unlike spectro-
scopy) so long as you keep the energy slit small to
minimize chromatic aberration and, to select the

FIGURE 37.11. The intensity of the dark current which flows from the

PDA when no electron beam is present.

USING A CCD
If you use a PEELS, GIF, or another filter with a
CCD detector, all these artifacts are absent, except
the ghost peak and dark current.

(A)

(B)

(C)

(D)

FIGURE 37.12. (A) A Ca L2,3 edge spectrum showing both channel to

channel gain variation and a faulty diode with a high leakage current which

appears as a spike in the spectrum. The spike is referred to as the readout

pattern and is present in every recorded spectrum. Subtracting the dark

current (shown in (B)) removes the spike (C) and a difference spectrum (D)

removes the gain variation, leaving the desired edge spectrum.
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electrons with a specific energy, you change the gun
voltage slightly such that those electrons come on-axis
and you don’t need to keep re-focusing the objective
lens.

At the start of the chapter, we noted that there are
two types of energy filters: the in-column (O) filter and
the post-column GIF and both produce EFTEM
images. In-column filters are placed in the heart of
the TEM imaging system, between the intermediate
and projector lenses such that the recording CCD
detector only receives electrons that have come
through the filter. So all images/DPs consist of elec-
trons of a specific selected energy. (You can, of course,
turn off the filter and use the microscope like a normal
TEM, but since there are so many advantages to filtered
imaging, your reasons for doing this would be ques-
tioned.) You can also record a spectrum as we’ll show,
but the in-column filters are primarily imaging tools and
it is both feasible and desirable to operate all the time in
filtered mode.

The post-column GIF is added below the TEM
viewing screen, just like a PEELS and therefore you
can choose to use it or not. The GIF can be seen as
either a more flexible instrument or one that limits you
to having to decide whether or not to filter your
images. Such differences, while perhaps pedantic,
have been known to lead to fights in bars at M&M
conferences. The best solution, of course, is to have one
of each type of filter in your laboratory, but this takes
some of the fun out of going to bars at M&M. Let’s
examine each type of filter in more detail.

37.6.A The Omega Filter

Zeiss first used a mirror-prism system originally devised
by Castaing and Henry in 1962. The drawback to the
mirror-prism is the need to split the high-voltage supply
and raise the mirror to the same voltage as the gun. So
Zeiss now uses a magnetic O filter, as does JEOL, cur-
rently the only other TEM manufacturer with an in-
column filter. The filter is placed in the TEM column
between the intermediate and projector lenses and con-
sists of a set of magnetic prisms arranged in an O shape
which disperses the electrons off axis, as shown in Figure

37.13A but, in the end, brings them back onto the optic
axis before entering the final projector lens. Although it
is not shown, each of the four prisms is machined with
curved faces (like Figure 37.2B) to reduce aberrations.
There isn’t much to see externally on the TEM except an
asymmetry on the side of the (somewhat taller) column,
which you can also see if you go back and look at the
picture of the Zeiss UHRTEM in Figure 1.9.

The multiple steps necessary for ETEM imaging via
an in-column filter are shown in Figure 37.13B. As
shown in this figure, we usually project an image into
the prism which is focused on a DP in the back-focal
plane of the intermediate lens (i.e., image mode in our
terminology). Therefore, the entrance aperture to the
spectrometer selects an area of the specimen and b is
governed by the objective aperture. Electrons follow-
ing a particular path through the spectrometer (the red
ones in Figure 37.13B) can be selected by the post-
spectrometer slit. Thus, only electrons of a given
energy range, determined by the slit width, are used
to form the image projected onto the TEM CCD.
EFTEM has several advantages over conventional
TEM images; there’s much more about EFTEM in
the companion text.

If you change the focus of the projector lens onto
the dispersion plane of the filter (where the energy-
selecting slit is located in Figure 37.13B) and then
remove this slit, you’ll see a spectrum on the viewing
screen/CCD. The spectrum appears as a line of varying
intensity (see Figure 37.14A), which you can imagine
as looking down from above on a traditional spectrum
display such as Figure 37.1. Since the spectrum is
recorded digitally on the CCD, it is simple to select a
line through this spectrum and have the computer dis-
play a traditional spectrum of counts versus energy
loss, as shown in Figure 37.14B.

As with PEELS, you can also change the TEM
optics and project a DP into the prism, thus producing
an energy-filtered DP on the CCD, as we’ve already
described back in Chapter 20. If you then use the slit
to select a portion of the DP, you get an energy-loss
spectrum showing not only the intensity distribution as
a function of energy but also the angular distribution of
the electrons. Such angular (or momentum)-resolved

TABLE 37.1 PEELS Artifacts and How to Eliminate Them

Artifact Source Elimination

High leakage current

(spike)

Bad diodes Subtract dark current

Channel to channel gain

variation

Different diode

responses

Gather spectra on different portions of array and superimpose

Internal scanning noise Electronics readout Adjust the electronics and subtract the dark count

Ghost peak Saturation of diode Run several readouts

Non-linear response YAG scintillator is

damaged

Zero-loss intensity from different readout numbers with same total integrated time should be

identical; if not, replace scintillator
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EELS is a whole separate field of study which we’ll
discuss in Section 40.8.

37.6.B The GIF

The GIF is a Gatan PEELS with an energy-selecting
slit after the magnet and a 2D slow-scan CCD detec-
tor, rather than a 1D PDA, as the detector. Figure
37.15A shows a schematic diagram of a GIF interfaced
to a TEM and Figure 37.15B shows an exploded view of
a GIF (which shows the internal parts of the spectrom-
eter shown back in Figure 37.3). Compared to a
standard spectrometer, there are many more quadru-
poles and sextupoles in the optics of the GIF. The dis-
persion of the spectrometer onto the slit has to be
magnified and the quadrupoles after the slit have two
functions. Either we project an image of the spectrum in
the plane of the selecting slit onto the CCD or we
compensate for the energy dispersion of the magnet
and project a magnified image of the specimen onto
the CCD. In the first mode, the system is operating like
a standard PEELS; in the second, it produces images
(or DPs) containing electrons of a specific energy
selected by the slit. While the spectrometer is double
focusing as we saw, the aberration correction is good
only for a single plane so astigmatism is introduced and
this has to be corrected by a further combination of
sextupoles and octupoles. Obviously, such a large num-
ber of variable sextupoles and quadrupoles could be a
nightmare to operate without appropriate computer
control and this is built into the system software. One
potential operational difficulty is that the magnifica-
tion of the GIF system is such that the actual TEM
screen magnification needs to be rather small in order
to observe a filtered image with reasonable magnifica-
tion. More recent AEMs satisfactorily compensate for
this magnification differential, but others do not and

(A)

(B)

FIGURE 37.14. (A) Spectrum from an O filter. The axis of the line is

energy loss and the intensity varies along the line. (B) Conventional

spectrum of intensity versus energy-loss obtained from (A).

(A)

(B)

FIGURE 37.13. (A) Schematic diagram of an in-column O filter inserted

in the imaging lens system of a TEM. (B) Schematic ray diagram of the

steps needed to create an EFTEM image.
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then you have to move between TEM and GIF images
and it is not so easy to operate in filtered mode all the
time, which would be preferred.

37.7 MONOCHROMATORS

Energy resolution is obviously a key factor in EELS,
much more so in fact than in XEDS where we still live
with the miserable resolution of the solid-state detector.
Resolution of a few eV is more than sufficient for

ionization-loss spectrometry, but as we use EELS more
to study such aspects as vibrational modes of atoms,
inter/intra band excitations, fine structure, and electronic
effects, sub-eV resolution is increasingly of interest. For
example, Batson at IBM has pioneered high-resolution
(HREELS) in a decades-long research project probing
ever deeper into the electronic structure of Si and the Si/
SiO2 interface and other materials essential for modern
electronics.

If your spectrometer is not a limiting factor, then the
gun dictates the ultimate energy resolution. Thermionic
sources with �3 eV (W) and 1.5 eV (LaB6) resolution,
respectively, might be tolerable for ionization-loss
spectrometry and basic low-energy plasmon studies.
However, EELS really requires that you have a FEG.
Either a cold FEG or a Schottky will give you sub-eV
resolution, but this is still not sufficient in some cases. So
commercial monochromators have become available
which offer resolutions �100 meV although at very low
energy losses (<50eV) it is even possible to get resolutions
of �25 meV. Basically, a monochromator is an EELS
system fitted on theFEGsource and the selecting slit refines
the already narrow energy spread still further giving
remarkably fine detail in the spectra. The monochromator
is usually aWien filter which has perpendicular electrostatic
and magnetic fields which permit the chosen electrons to
travel in a straight line down the TEM column. (Again, if
youwant to learnmore, go back toMetherell’s early review
which has it all.) Figure 37.16A shows the ZLP at 200 keV
obtained with and without a monochromator showing the
reduction in FWHM. From Figure 37.16A, you can see
that the FWHM of a commercial monochromated ZLP is
much better than the 600 meV you can get with a Schottky
gun and a little better than the � 300 meV delivered by a
good cold FEG. The intensity of the beam tail is relatively
low in comparison with that of a standard cold FEG. This
low-intensity tail results in real improvements for low-loss
spectrometry, as we’ll see in the next chapter.

Figure 37.16B compares the quality of different spectra
oftheCoL2,3edgesobtainedonavarietyof instrumentsand
calculated (seeChapter 40and the companion text formore
detailson thecalculation).Clearly thedegreeof finedetail in
the spectra improves as the energy range of the electron
sources gets smaller. The monochromated FEG is similar
in quality to the spectrum from the synchrotron source, if a
little noisier. The degree of agreement between these latter
two spectra and the calculated spectrum is encouraging.

The drawback tomonochromation, of course, is that,
in filtering out the tails of the Gaussian energy distribu-
tion to reduce the FWHM, we reduce the number of
electrons significantly. So having spent serious dollars
to get the brightest possible electron source for our
AEM, we immediately throw away a large amount of
it in pursuit of the best energy resolution. This compro-
mise is a real limiting factor and you should rarely con-
template acquiring an AEM with a monochromator.

(A)

(B)

FIGURE 37.15. (A) Schematic diagram of how a post-column imaging

filter is attached to the TEM column below the viewing chamber in the

same position as a PEELS. (B) Cross section showing the complex inner

workings of the Gatan (Tridiem) imaging filter (GIF).
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The one thing that you get in EELS is lots of elec-
trons, particularly in the low-loss spectrum. In this case,
monochromation is truly an advantage. Of course, it

would also help if we could develop even brighter sources
than cold FEGs.

There are also software alternatives to physicalmono-
chromation of the source and by various deconvolution
routines it is possible to obtain spectra with a resolution
of about 200 meV (e.g., the papers by Kimoto et al. and
Gloter et al.). This approach is a very acceptable alter-
native to using a monochromator, unless you need the
absolute best resolution for exploring the finest details of
the electronic structure of nanomaterials (e.g., papers by
Kimoto et al. in 2005, and Spence in 2006)when you need
to lower both the keV and the beam current to produce
sub-100 meV resolution.

37.8 USING YOUR SPECTROMETER AND
FILTER

So now you’ve got a thin specimen in your microscope
(you’ll see later that for most EELS experiments, very
thin is much better than merely thin) and you want to
start acquiring spectra and filtered images. There are
several ways to do this and basically they parallel what
we’ve already described for XEDS

1. Point analyses: stop the STEM probe from scanning
and position it on a selected point in the image over
the entrance aperture and record a spectrum (see
Figure 37.17A). This was the standard modus oper-
andi for decades, but is (a) biased (because you pick
what you think ought to be analyzed), (b) statistically
poor (only one pixel selected out of a million or so in
a typical STEM image), and (c) prone to damaging/
contaminating the chosen area of interest by leaving
the intense probe on the same point for long periods
of time. So don’t do point analyses, unless you’re just
looking quickly around the specimen to see what you
can find. If you do, don’t necessarily believe that
what you find is significant!

2. Line analyses: take a series of spectra along a line that
traverses some feature of interest (such as a planar
interface or defect such as a grain boundary). This
process is still biased by your choice of line but at
least has the advantage of focusing on something that
should provide useful information about the spec-
imen. You can either plot the information from the
spectra (e.g., the composition or the dielectric
constant or whatever data you extract) or you can
display the data as a spectrum-line, as shown in
Figure 37.17B which shows changes in chemistry
across a nanotube.

3. TEM filtered images: using a GIF orO filter, gather a
filtered image or DP by using the slit to select elec-
trons of a specific energy thus allowing only those
electrons to fall on the viewing screen or CCD. If you
use this method to filter out all the energy-loss elec-
trons and produce a ZLP image, you can

(A)

(B)

FIGURE 37.16. (A) Typical cold FEGZLPwith and without monochro-

mation. Note that the ordinate is logarithmic so the FWHM is close to the

top of the peak. (B) Comparison of Co L2,3 spectra from: a Philips CM20

thermionic source, an FEI Tecnai TF20 with a cold FEG, a TF20 with a

monochromator, a synchrotron (X-ray absorption spectrum), and a cal-

culated spectrum using crystal-field theory. The improvement in resolu-

tion with monochromation is apparent.

WAIT BEFORE YOU MONOCHROMATE
IfHREELS is the raison d’etreof the instrument remem-
ber that just about all other TEM/AEM operations will
be degraded if you switch on the monochromator.
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(A)

FIGURE 37.17. (A) EELS spectra from individual point analyses from

CuCr oxide nanoparticles showing local differences in the three elemental

signals. (B) Spectrum-line analysis showing the change in spectral detail

along the line A-B across a nitrogen-doped carbon nanotube. The insets

show a single spectrum indicating the C-K and N-K edges and a STEM

image with arrows indicating from where the spectrum-line profile was

taken. (C) Comparison of unfiltered (left) and EFTEM filtered (right) Si

[111] CBED pattern. (D) STEM energy-filtered images of a SiC/Si3N4

nanocomposite revealing the different elemental distributions and a

composite RGB color overlay; carbon (red), nitrogen (green), and oxygen

(blue).

(B)

(C)

(D)

FIGURE 37.17. (Continued).
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substantially enhance the quality of CBED patterns,
as shown in Figure 37.17C (and also back in Figure
20.10). Also, as we’ll see at various times, EFTEM
improves mass-thickness contrast, phase contrast,
and diffraction contrast. So why wouldn’t you use
this technique if you have a filter on your AEM?

4. STEM filtered images: scan the beam over an area of
interest using the slit to select electrons of a specific
energy thus allowing only those electrons to fall on
the viewing screen or CCD. If you select electrons of
a specific energy then you can produce composition
maps (Figure 37.17D) similar to many of the XEDS
composition maps we have already shown.

5. Spectrum-images: store a full spectrum at each pixel
(obviously, you need to be operating in STEM to do
this). It’s much easier to do this in STEM because if
you try and do this in TEM mode, you’ll have to
record hundreds of images at different selected ener-
gies and comparing complete images is challenging
and time consuming, so not everyone does this; how-
ever, this situation is changing. In a similar manner to

what we showed you for XEDS, after you’ve acquired
a full spectrum image, you can go into the data cube
and select whatever information you want. For exam-
ple, you can view images at specific energies or spectra
from specific points or lines in your specimen, thus
removing the bias that affects your choice of spot or
line analyses. EELS spectrum imagingwasmore easily
implemented than the XEDS version because of the
ease of acquiring large numbers of counts and the
broad array of possible images was demonstrated by
Hunt and Williams.

We’ll use examples of these various methods through-
out the next three chapters. Generally speaking, as we’ve
emphasized for X-rays, it makes sense for you to form
images of specific features in the spectrum rather than
gather spectra from specific points, so that they can at
least be compared with your TEM images. Since counts
are not a problem in EELS (unlike for XEDS) imaging is
relatively straightforward and fast. If you really want to
optimize your information then acquire spectrum images.

CHAPTER SUMMARY
We use a magnetic-prism spectrometer for PEELS and a combination of one or more
prisms plus imaging lenses for GIF/EFTEM. The prism is a simple device and very
sensitive but you have to understand how it functions in combination with different
TEM modes, You can operate with your TEM in imaging or diffraction (STEM) mode,
or use a DSTEM. You have to know how the software focuses and calibrates the system
and how it determines the collection angle, b. Once you can understand this you’re in a
position to acquire and analyze EEL spectra. So in the next chapter we’ll tell you what
these spectra look like and what information they contain. If you have an O filter or GIF
you can routinely form images or DPs with electrons of specific E and it makes sense, if
you can, to view all your images and DPs in filtered mode for reasons we’ve already
mentioned in past chapters and that we’ll reiterate in the subsequent chapters. Energy
filtering is a rapidly evolving field and systems with reduced aberrations and better energy
resolution such as the Mandoline filter on Zeiss’s Sub-eV-Sub-Ångstrom Microscope
(SESAMe) and Nion’s UltraSTEM will offer far more exciting breakthroughs than we
can describe here and Egerton gave a brief synopsis of a range of hardware and software
advances in 2003.

THE INSTRUMENT
Brydson, R 2001 Electron Energy-Loss Spectroscopy 2001 Bios (Royal Microsc. Soc.) Oxford UK. Good

introductory text, similar in content and level to much of this chapter and the subsequent ones.
Castaing, R. and Henry, L 1962 Filtrage Magnétique des Vitesses en Microscopie Electronique C. R. Acad.

Sci. Paris B255 76–78. The original design for the mirror prism.
Egerton, RF 2003 New Techniques in Electron Energy-Loss Spectroscopy Micron 34 127–139 A concise

review of recent advances in instrumentation.
Egerton, RF, Yang, YY and Cheng, SY 1993Characterization and Use of the Gatan 666 Parallel-Recording

Electron Energy-Loss Spectrometer Ultramicrosc. 48 239–250.
Hillier, J. and Baker, RF 1944Microanalysis byMeans of Electrons J. Appl. Phys. 15 663–675. History – it’s

amazing to read that AEM was essentially all conceived more than 60 years ago.
Metherell, AJF 1971 Energy Analysing and Energy Selecting Electron MicroscopesAdv. Opt. Elect. Microsc. 4

263–361 Eds. R Barer and VE Cosslett Academic Press New York. Still the best review of spectrometers.
Uhlemann, S and Rose, H 1996 Acceptance of Imaging Energy Filters Ultramicrosc. 63 161–167.
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SELF-ASSESSMENT QUESTIONS
Q37.1 What’s the difference between a GIF and a PEELS system?

Q37.2 Why is it useful for the spectrometer to act as a lens also? Can we achieve the same combination when

dispersing visible light?

Q37.3 What is the dispersion plane of the spectrometer and what is a typical value of the dispersion?
Q37.4 How would you measure the energy resolution of the spectrometer?
Q37.5 What’s a typical value of the energy resolution and what governs the minimum possible value?
Q37.6 What factors can degrade (i.e., increase the value of) the energy resolution?

Q37.7 Why is the spectrometer collection angle (b) so important?
Q37.8 What controls b in image mode?
Q37.9 What controls b in diffraction mode?

Q37.10 Whymight you have to integrate several spectra in your PEELS rather than just acquire a single spectrum?
Q37.11 What controls the spatial resolution in image mode?
Q37.12 What controls the spatial resolution in diffraction mode?

Q37.13 Why is diffraction mode in TEM equivalent to operating a dedicated STEM?
Q37.14 What is the point-spread function and why should you be concerned about it?
Q37.15 How do you correct for this artifact?

Q37.16 Why do you need to calibrate the spectrometer?
Q37.17 How do you calibrate the spectrometer (if the software can’t do it for you)?
Q37.18 Why is it necessary to cool the diode array in a PEELS?
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Q37.19 What’s the difference between a GIF and an O filter?
Q37.20 What are the pros and cons of these two types of filter?
Q37.21 Why would you want to form an image from specific electrons in an EELS spectrum rather than just

look at the spectrum?
Q37.22 Why is TEM image mode generally a bad choice for gathering spectra?

TEXT-SPECIFIC QUESTIONS
T37.1 Using Figure 37.1 and Figure 32.2A, contrast the principal characteristics of XEDS and EELS spectra,

indicating the relevance of your observations to interpreting/quantifying the spectra.
T37.2 Examine Figure 37.2B. Why is the back focal plane of the projector lens used as the object plane of the

spectrometer/lens?

T37.3 What is the object of the spectrometer/lens when an image is on the TEM screen?
T37.4 Electrons that have lost energy can be both an advantage and a disadvantage. Explain how such

electrons are used to advantage in diffraction and in imaging, and likewise how they can degrade DPs

and images (find examples (especially figures where possible) throughout the book to support your
arguments).

T37.5 Using Figure 37.9 estimate what fraction of the single channel intensity is lost through the spreading of

the point-spread function. What instrument modification might help reduce the point-spread function
by keeping the probe more localized?

T37.6 Contrast the specific roles of the objective aperture and the selected area aperture in TEM and EELS.
T37.7 Describe the steps youwould take to gather a spectrumwith b=20mrad in (a)DSTEM, (b) TEM image

mode, or (c) TEM diffraction mode.
T37.8 Can you think of circumstances in which you might get better energy resolution in a non-monochro-

mated spectrum than in a monochromated one?

T37.9 Examine Figure 37.1 and estimate the absolute intensities of the zero-loss peak, the plasmon peak and
the Ni L ionization edge above background. What does this tell you about the difficulties that we will
encounter with processing EELS spectra? How does the P/B ratio compare with an XEDS spectrum?

T37.10 Although SEELS systems are no longer sold, can you think of an advantage to serial collection over
parallel collection?

T37.11 Why is the camera length an important variable if you are operating in diffraction mode (Figure 37.8)?
Choose two reasonable values of the camera length and calculate what effect this has on the operation of

the spectrometer.
T37.12 Explain under what circumstances the spectrometer entrance aperture, rather than the objective aper-

ture, might control the value of b in TEM mode (Figure 37.7).

T37.13 If the specimen is really thin so that the electrons suffer no significant energy losses while traversing the
thin foil, can we totally ignore chromatic-aberration effects?

T37.14 Explain why the specimen you are looking at can affect the spatial resolution of the EELS analysis (in

totally different ways to which the specimen controls the spatial resolution for XEDS).
T37.15 If your lab can’t afford a monochromator, list all the other ways that you can improve the resolution of

your spectra. Give the pros and cons of each method and list them according to their relative costs.

T37.16 What is a typical count rate in an EELS spectrum versus anXEDS spectrum? (If you can’t find these data
in the book, try a quick experiment on the AEM.)

T37.17 Would you expect a channel-to-channel gain variation in a scintillator-photomultiplier detector on an
old SEELS and in a CCD camera in a GIF?

T37.18 How can you minimize the dark current?
T37.19 List the other common artifact in EELS spectra and explain how you would (a) recognize and (b) correct

for each one.

T37.20 Why is it not a problem if one of the detectors in the PEELS diode array dies?
T37.21 When might it be better to perform a spectrum–profile analysis rather than an EFTEM analysis?
T37.22 Can you think of any circumstance when point analysis might be better than a line-profile or EFTEM

analysis?
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38
Low-Loss and No-Loss Spectra

and Images

CHAPTER PREVIEW

The term ‘energy loss’ implies that we are interested only in inelastic interactions, but the
spectrum will also contain electrons which have not lost any discernible energy, so we need
to consider elastic scattering as well. In this chapter, we’ll focus on the low-energy portion of
the EEL spectrum which comprises

& The zero-loss peak, which primarily contains elastic, forward-scattered electrons, but
also includes electrons that have suffered small energy losses. Forming images and DPs
with the zero-loss electrons offers tremendous advantages over unfiltered images, partic-
ularly from thicker specimens.

& The low-loss region up to an (arbitrary) energy loss of � 50 eV contains electrons which
have interacted with the weakly bound, outer-shell electrons of the atoms. Thus, this part
of the spectrum reflects the dielectric response of the specimen to high-energy electrons.
We can also form images from these low-loss electrons that reveal information about the
electronic structure and other characteristics of the specimen.

The energy-loss spectrum is more useful than an X-ray spectrum which only contains
elemental information. However, this kind of spectrum is also far more complex. To under-
stand its content you need a greater understanding of the physics of beam-specimen interac-
tions, so we’ll give you some hints about where to get the necessary education.

38.1 A FEW BASIC CONCEPTS

Back in Chapters 2–4, we described the difference
between elastic and inelastic beam-specimen interac-
tions and introduced the ideas of scattering cross sec-
tions and the associated mean free path. Remember,
the cross section is a measure of the probability of a
specific scattering event occurring and the mean free
path is the average distance between particular inter-
actions. It might be a good idea to re-read about those
ideas before starting on this chapter. Briefly, you
should recall that elastic scattering is an electron-
nucleus interaction; the word elastic implies that
there is no energy loss, although a change in direction,
and hence in momentum, usually occurs. Elastic scat-
tering occurs mainly as Bragg diffraction in crystalline
specimens. Inelastic scattering is primarily an elec-
tron-electron interaction and entails both a loss of
energy and a change of momentum.

We have to be concerned with both the amount of
energy lost and the direction of the electrons after
they’ve come through the specimen.

This latter point is one reason why the collection
angle of the spectrometer, b, is so important.

Also you must remember to distinguish between the
definitions of scattering that will keep appearing.

& Single scattering occurs when each electron under-
goes at most one scattering event as it traverses the
specimen.

& Plural (>1 and < 20) scattering implies that the
electron has undergone a combination of inter-
actions and lost energy from some or all of
them.

& Multiple (> 20) scattering only occurs in very thick
specimens or with very low energy electrons, so is
irrelevant to TEM.
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We’ll see that the energy-loss spectrum is most
understandable and more easily modeled when we can
approximate everything to single scattering. This ideal is
approached when we have a combination of very thin
specimens and high accelerating voltages. In practice,
most specimens are thicker than ideal and so we usually
acquire plural-scattering spectra and we may have to
remove the plural-scattering effects via deconvolution
routines which are available in commercial and free
EELS software packages (see URLs #1–3). We’ll
address the general topic of spectral simulation and
manipulation later and in more depth in the companion
text. We’ve already told you about deconvoluting out
the PSF in Chapter 37, we’ll see in Section 38.2.B, that
you can do similar things if you want to remove the
ZLP, and removing plural-scattering effects in high-loss
spectra will be discussed in Section 39.6.

Typical energy losses: The principal inelastic interac-
tions in order of increasing energy are phonon excitations,
interband and intraband transitions, plasmon excitations,
and inner-shell ionizations. We’ve already introduced
these processes back in Chapter 4. The energy loss E of
the principal scattering processes that we study in EELS
are single-electron scattering (inter/intraband transitions),
2–20 eV, plasmon interactions 5–30 eV, and inner-shell
ionizations, 50–2000 eV. Phonon excitations cause losses
of � 0.02 eV so, even with the best energy resolution in
monochromatedAEMs, it’s not possible to separate these
from the ZLP, although the phonon-scattering angle can
be quite large and (particularly for heavier elements) these
electrons can be seen as the background intensity between
the principal spots in an SADpattern. But that’s about all
we’ll say about phonon scattering, except that you should
be able to work out why cooling your specimen will help
to reduce their presence. We’ll deal with the first three
(low-loss) processes in this chapter and the ionization
(high-loss) process in the next chapter. There are also
ionization events with energy losses >2 keV but it is
difficult to detect these because the signal is relatively
weak and, at such energies, the X-ray signal is strong, so
we tend not to do much EELS > 2 keV.

Typical scattering angles: It’s a little difficult to be
specific about the values of scattering angle, y, because
the angle varies with beam energy and the energy-loss
process. We always assume that the scattering is sym-
metrical around the direct beam and there are two
principal scattering angles that you should know.
You can find derivations of the equations in Egerton’s
text.

yE �
E

2E0
(38:1)

If the beam energy is in eV the angle is in radians. This
equation is an approximation (good to about �10%)
and it ignores relativistic effects and doesn’t work for
phonons, so you should only use it for rough calcula-
tions and be particularly suspicious above �100 keV.
We can be more precise and define yE as

yE �
E

ðgm0v2Þ
(38:2)

Here we have the usual definitions: m0 is the rest mass of
the electron, v is the electron velocity and g is given by
the usual relativistic equation (where c is the velocity of
light)

g ¼ 1� v2

c2

� ��1
2

(38:3)

The other useful angle yc is the cut-off angle above
which the scattered intensity is zero

yc ¼ ð2yEÞ
1
2 (38:4)

Be careful to calculate yc in radians, not milliradians.
Knowing the characteristic scattering angle is obviously
important if you want to gather an intense spectrum
highlighting a particular energy loss. For example, a
plasmon interaction with 100-keV electrons, causing
a typical energy loss of 20 eV will have a characteristic
scattering angle of �0.1 mrads. Using a smaller b will
cut off intensity in the spectrum which is why we
told you in the last chapter to ensure that b >2–3yE.
Knowing the cut-off angle (which is typically an order
of magnitude greater than the characteristic angle
at 100 keV) will give you a maximum useful value of b.
If you use too large a value of b then there’s the chance
that you’ll get unwanted electrons in the spectrum

DECONVOLUTION WARNING
Whenever wemention deconvolution (andwe’ll do so
quite often), remember that there is the danger of
introducing artifacts into the part of the spectrum
that you have just tried to simplify.

THE MOST IMPORTANT ANGLE IS qE

The so-called characteristic ormost-probable scatter-
ing angle (for an energy loss E)—it depends on the
beam energy.

REMEMBER q
The symbol y in all cases refers to the scattering semi-
angle even if we just say angle.
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(e.g., diffracted beams) but you’ve got to try really hard
to encounter this problem.

38.2 THE ZERO-LOSS PEAK (ZLP)

38.2.A Why the ZLP Really Isn’t

If your specimen is thin enough for EELS, the predomi-
nant feature in the spectrum will be the ZLP, as shown
in Figure 38.1. As the name implies, the ZLP consists
primarily of electrons that have retained the incident-
beam energy E0. Such electrons may be forward scat-
tered in a relatively narrow cone within a few mrads of
the optic axis and constitute the 000 spot in the DP, i.e.,
the direct beam. If youwere to tilt the incident beam so a
diffracted beam entered the spectrometer then it, too,
would give a ZLP.

Actually, we can also measure the intensity and
energy of electrons as a function of their angular dis-
tribution, and we’ll discuss angular- or momentum-
resolved EELS later, in Section 40.8.

Now the term ZLP is really a misnomer for two
reasons. First, as we’ve seen, the spectrometer has a
finite energy resolution (at best� 0.3 eV without mono-
chromation) so the ZLP will also contain electrons that

have energy losses below the resolution limit, which are
mainly those that excited phonons. This is not a great
loss since phonon-scattered electrons don’t carry useful
information; they only cause the specimen to heat up.
However, it does explain why we shouldn’t really call
this the ZLP. Second, we can’t produce a monochro-
matic (single-color, i.e., single-wavelength/energy)
beam of electrons; the beam has a finite energy range
about the nominal value E0 (at best 10–100 meV even
with a monochromator). Despite this imprecision, we
will continue to use the term zero loss.

From a spectroscopist’s point of view, the ZLP is
more of a problem than a useful feature in the spectrum
because, as wementioned in the previous chapter, it is so
intense that it can saturate the PDA or the CCD detec-
tor, creating a ghost peak. So if you don’t need to collect
the ZLP in the spectrum then deflect it off the detector
(or use the attenuator in the Gatan system). Conversely,
from the microscopist’s standpoint, as we’ll see, select-
ing the ZLP to form an image or DP fromwhichmost of
the energy-loss electrons have been excluded is a very
useful technique. Conversely (again) filtering out the
ZLP and forming images with selected energy-loss elec-
trons is also extraordinarily useful.

38.2.B Removing the Tail of the ZLP

The intense ZLP has a tail, either side of it (go back and
look at Figure 37.4), ultimately limited by the energy
resolution. On the low (negative) energy side of the
peak, the point-spread function accounts for the tailing,
but on the high (positive) energy side there are contribu-
tions from the low-loss (e.g., phonon) electrons we just
discussed. It is sometimes necessary to remove this tail
before studying the (very) low-loss spectrum, e.g., for
dielectric-constant determination (see Section 38.3).
There are various ways to remove this tail in Gatan’s
commercial software (e.g., comparison with reference
spectra, subtraction versus deconvolution) and the soft-
ware continues to improve. Youmust make sure you are
displaying the spectrum with a high dispersion and
deconvolute the point-spread function before doing
anything else.

The best way to remove the tail, if you really need to
study the spectrum close to the ZLP, is to use a mono-
chromator and cut off the tail of the peak at the source,
so that any intensity outside the ZLP is a true low-loss
part of the spectrum. In this particular case, since the
low-loss spectrum is relatively intense, the principal
argument against monochromation (i.e., you throw
away a lot of expensive electrons) is seriously weakened.
We’ve alreadymentioned this in Section 37.7 and Figure
37.16 compares the energy spread in the ZLP before and
after monochromation.

If you don’t have a monochromator, removal of the
ZLP peak is challenging and prone to artifacts. The

FIGURE 38.1. The low-loss spectrum showing an intense ZLP. The next

most intense peak is a plasmon peak and the rest of the spectrum out to

the high-loss (> 50 eV) region is relatively low intensity.

MAGNITUDE OF ANGLES
The scattering angles for diffraction (2yB) are rela-
tively large (�20 mrad) compared to the smaller
scattering angles in EELS. So the diffracted beams
will only enter the spectrometer if you select them.
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main problem is that the shape of the ZLP measured
with the beam on the specimen is not always the same as
the ZLP measured in the hole because of phonons and
elastic-scattering effects.

38.2.C Zero-Loss Images and Diffraction
Patterns

If we filter out all the electrons which have lost energy
greater than the resolution of the spectrometer (typically
>�1 eV) then basicallywe have an elastic image orDP. In
doing this we immediately remove chromatic-aberration
effects from the image, since it is the imprecise focusing of
energy-loss electrons that degrades the resolution of TEM
images from thick specimens. You should go back and
take a look at Section 6.5.B and equation 6.16 and you’ll
see that, ifmany electrons suffer a typical (e.g., plasmon)E
of �15 eV, your image resolution degrades from a few Å
to several nanometers. For such E to occur, the specimen
thickness has to be a goodly fraction of the plasmonmean
free path (see Table 38.1), but that is not unusual. In
addition to degrading the resolution by adding a diffuse
component to otherwise focusedTEM images, the energy-
loss electrons also account for the diffuse intensity
between spots in DPs. So filtering out these electrons
should both increase the image contrast and improve the
quality of the DPs.

The positive effect of energy filtering on resolution
and all forms of TEM-image contrast has been known
for several decades (see Egerton’s early papers). This
technique is particularly useful for enhancing the qual-
ity of images from thick biological (or polymeric) speci-
mens in which the inelastic scattering is stronger than
the elastic scattering (see Figure 38.2). However, diffrac-
tion contrast can also be enhanced by filtering of images
from thick specimens (see Figure 38.3) but also in thin
specimens because inelastically scattered electrons
broaden the excitation error, s, thus reducing diffraction
contrast. Sometimes enhancement of mass-thickness
contrast images can be achieved by ‘tuning’ the spectrom-
eter to select a specific range of energies (Figure 38.4).
Contrast tuning (see Egerton’s text) involves selecting
an energy-loss window and sliding it around the spec-
trum while watching the image to find the best contrast.
Tuning is useful in both the low and high-loss regions of

TABLE 38.1 Plasmon-Loss Data for 100-keV Electrons for
Several Elements (from Egerton, 1996)

Material

EP

(calc)(eV)

EP

(expt)(eV) yE(mrad) yC(mrad)

lP(calc)

(nm)

Li 8.0 7.1 0.039 5.3 233

Be 18.4 18.7 0.102 7.1 102

Al 15.8 15.0 0.082 7.7 119

Si 16.6 16.5 0.090 6.5 115

K 4.3 3.7 0.020 4.7 402

(A) (B)

FIGURE 38.2. Comparison of (A) unfiltered and (B) filtered image of a

thick biological section showing the enhanced contrast and resolution

when the energy-loss electrons are removed.

(A)

(B)

FIGURE 38.3. Comparison of (A) unfiltered and (B) filtered image of a

thick crystalline specimen showing enhanced diffraction contrast when

the energy-loss electrons are removed.
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the spectrum and is typically done anywhere from 0 to
200 eV. As shown in Figure 38.4, there is significant
possibility for contrast improvement in the low-loss
region. In the high-loss region, selecting an energy win-
dow before an edge tends to reduce contrast from the
edge electrons while windows after an edge tend to
enhance contrast from the edge (see also jump-ratio
imaging in Section 39.9).

High-resolution phase-contrast images (from thin
specimens) should be more easily compared with theory
if they are filtered to remove the diffuse background
because we won’t need so many ‘fudge factors.’ (See
Chapter 28.) For a given thickness of specimen, the
only alternative to reducing chromatic aberration is to
go to higher voltages and this is perhaps an even more
expensive option than buying a filter!

As we discussed back in Sections 37.8 and 20.5, if the
energy-loss electrons are removed from SADPs and
CBDPs it makes them much clearer (e.g., the paper by
Midgley et al. and Reimer’s chapter in Ahn’s text), as
shown back in Figures 20.10 and 37.17C. Energy filter-
ing can also reveal extra diffraction information, such as
the radial-distribution function for amorphous materi-
als, which we’ll tell you about later in Section 40.7.

If you’ve got a thick (several tens of nm) specimen
(which is sometimes all you can manage to create),
filtering may give many improvements

& Filtering can improve the image resolution.
& Filtering can enhance the image contrast no matter
what mechanism is operating.

& Filtering can improve the contrast in diffraction
patterns.

& Filtering can reveal finer detail in images and DPs.

So it would be really great if we could leave the filter
switched on all the time, but this isn’t always practically
feasible.

Perhaps what is more surprising is why, given the
tremendous advantage of filtering, simple zero-loss fil-
ters haven’t been commercially available for decades?
One experimental problem is that the energy-loss spec-
trometer is susceptible to external fields and the ZLP
shifts over time, making continuous EFTEM imaging
difficult: you have to continually re-align and re-focus
the ZLP. Also, the best results, particularly for quanti-
tative imaging (see the next chapter), require that your
specimen has a similar thickness over the entire area of
the image and that strong diffraction effects are mini-
mized. Another possible reason is that filtering works
best for thick specimens, which don’t permit the TEM to
perform at its (spherical-aberration) resolution limit of
a fraction of a nanometer. It is perhaps not advanta-
geous to remind users that most of their specimens are
such that their TEM can’t deliver anything like its best
resolution, and that buying a ‘better’ TEM will have no
beneficial effect on image quality or resolution for the
great majority of (thick) specimens. But of course, this is
only speculation. . .!

38.3 THE LOW-LOSS SPECTRUM

Look again at Figure 38.1, which is a typical low-loss
spectrum and several points are immediately obvious

& After the ZLP, the plasmon peak is the next major
peak.

& Apart from the plasmon, the spectrum is relatively
featureless (the intensity changes are small).

& Despite the lack of features, there’s still a lot of
counts (check the units of the ordinate), so extracting
useful data is still feasible and imaging should be
relatively straightforward.

The cut-off energy for the low-loss spectrum, as
we’ve already noted, is � 50 eV and the reason for this
is that the other principal features of energy-loss spec-
tra, namely, the ionization edges, don’t appear (at least
for solids) until E > 50 eV. In the low-loss spectrum, we

(A)

(B) (D)

(C)

FIGURE 38.4. Contrast tuning of an image from a thick biological speci-

men to determine the region of the low-loss spectrum that gives the

optimum contrast. (A) Unstained mouse epidermis (thickness = 0.1

mm, 100 keV). (B) Unfiltered image, digitally scaled to show the best

contrast. (C) Filtered, contrast-tuned at 60�5 eV; the image has much

better contrast than (B). (D) Filtered, contrast-tuned at 0�5 eV; the image

has improved resolution and better contrast (B), but not as strong con-

trast as (C). Full width=1 mm.
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are detecting beam electrons that have interacted with
conduction and/or valence bands (hence another com-
mon term for the low-loss spectrum is ‘valence spec-
trum’). These weakly bound electrons control many
electronic properties of the specimen. In general, the
low-loss spectrum is not as well understood as the
high-loss spectrum and there has not been the same
effort put into modeling low-loss spectra, as we’ll
describe for the higher-loss spectra in Chapters 39 and
40. However, things are beginning to change, as you’ll
see later in this chapter.

While we have just shown you the tremendous
advantages of filtering out the plasmon peak in order
to enhance contrast and resolution in TEM images and
DPs, there is also much to be gained by imaging the
plasmon peak and filtering out the ZLP and high-loss
electrons. This approach was pioneered by Batson.
Because of the strength of the signal, plasmon imaging
is becoming a much more popular technique, particu-
larly for mapping out low-loss properties of nanomater-
ials (e.g., see the papers by Eggeman et al. and by Ding
and Wang).

38.3.A Chemical Fingerprinting

So what can we do with the low-loss spectrum? Because
there are a lot of counts, we can use the shape of the
spectrum to help identify specific phases or features in
the TEM image with some degree of statistical certainty.
The low-loss spectrum all the way up to�50 eV, includ-
ing any plasmon peaks (see Section 38.3.C), should be
used for fingerprinting.

So you overlay your unknown spectrum on one or
more stored library-standard spectra. Figure 38.5 shows
how low-loss spectra vary (A) for aluminum and various
compounds and (B) for the main constituents of biolog-
ical specimens. A collection of low-loss spectra from
many elements and common compounds (mainly
oxides) has been compiled in various databases, such as
the EELS Atlas or on the Web at URL #4. Such sources
can help considerably with fingerprinting unknown
features in your image. As with any fingerprinting tech-
nique, including the forensic variety, you must be careful
to decide when a ‘match’ is satisfactory. There is no
‘black and white’ here, only shades of gray, so don’t
convict unless the statistics are with you and there is
strong supporting evidence from other techniques.

FINGERPRINTING
The low-loss spectrum can only be used for phase
identification through a ‘fingerprinting’ process.
You store the spectra of known specimens in a library
in the computer.

(A)

(B)

FIGURE 38.5. (A) The low-loss spectrum from specimens of Al and

various compounds, showing differences in the intensity variations that

arise from differences between the Al-Al, Al-O, and Al-N bonding.

(B) Low-loss spectra from the principal components of cellular tissue.
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38.3.B Dielectric-Constant Determination

We can view the energy-loss process as the dielectric
response of the specimen to the passage of a fast elec-
tron. As a result, the very low energy spectrum (up to E
� 20 eV) contains information about the dielectric con-
stant or permittivity (e). Localized dielectric-constant
measurements are of great interest as the semiconductor
industry explores high-dielectric materials, such as
HfO2, for the next generation of nanometer-scale gate
oxides.

Assuming a free-electron model, the single-scatter-
ing spectrum intensity I(E) is related to the imaginary
(Im) part of the dielectric constant e by the expression
(modified from Egerton)

I Eð Þ ¼ I0
t

k
Im � 1

e

� �
ln 1þ b

yE

� �2
" #

(38:5)

where I0 is the intensity in the ZLP, t is the specimen
thickness, k is a constant incorporating the electron
momentum and the Bohr radius, b is the collection
angle (again note its importance), and yE is the charac-
teristic-scattering angle. You can use a Kramers-Kronig
analysis to analyze the energy spectrum in order to
extract the real part of the dielectric constant from the
imaginary part in equation 38.5 and details are given in
Egerton’s text. As usual, the advantage to doing this
kind of measurement in the TEM is the high spatial
resolution and the advantages of this are exemplified
by the use of low-loss spectroscopy to determine optical
gaps on BN nanotubes (Arenal et al.). Since you need a
single-scattering spectrum, removing the plural scatter-
ing intensity by Fourier-logarithmic deconvolution is
the first step (see Section 39.6) when determining the
dielectric constant. The Gatan software package has the
appropriate programs and public-domain software is
also available, e.g., URLs #1, 5, and 6.

The alternatives to EELS for this kind of work are
various kinds of optical and other electromagnetic-
radiation techniques. The part of the low-loss spectrum
from� 1.5 to 3 eV is of great interest and corresponds to
optical analysis of the dielectric response from the infra-
red (�800 nm) through the ultra-violet (� 400 nm)
wavelength range. (This correspondence between
EELS and optical spectroscopy only holds for small
angles of scattering so the value of b you choose must
be small (< � 10 mrads) thus lowering the intensity in

the spectrum.) Higher energies correspond to various
electronic transitions. Thus, in a single EELS experi-
ment you can, in theory, substitute for a whole battery
of optical-spectroscopy instrumentation (although opti-
cal spectroscopy techniques do offer even better energy
resolution than EELS). Remember that EELS always
offers better spatial resolution.

There is a tremendous similarity between the TEM-
EELS approach and the valence (surface) EELS
approach, including the need for Kramers-Kronig and
deconvolution software. TEM-based EELS is in the
extremely low-energy (i.e., low-frequency) range around
1 eV and below and corresponds to far infra-red spec-
troscopy which is well into the energy range of studies of
bond vibrations. Higher up the energy-loss range corre-
sponds to the visible and ultra-violet ranges.

If you don’t have access to a monochromator, you can
use software to remove the contribution of the tail of the
ZLP but, as we mentioned above, be careful, because this
process may introduce its own artifacts. An example of
the correspondence between EELS and optical valence
spectra is shown in Figure 38.6. In Figure 38.6A, the
importance of initial deconvolution is demonstrated and
the deconvoluted valence spectra are comparedwith ultra-
violet spectra in Figure 38.6B. It is straightforward to
assign the various peaks in the low-loss spectra to specific
interband transitions and also to compare the data with
band-structure calculations (e.g., van Bentham et al.).
Thus, the electronic and optical properties can be
obtained and you can, of course, select any of the features
in the low-loss spectrum and form images with those
electrons. So dielectric-constant imaging is feasible, as is
imaging the various other low-loss signals which we’ll now
discuss.

38.3.C Plasmons

Plasmons are longitudinal wave-like oscillations that
occur when a beam electron interacts with the weakly
bound electrons in the conductance or valence band.
You can think of plasmons as being like the ripples
that spread out from where a pebble is dropped into a
pond. But, unlike in a pond, the oscillations are rapidly
damped, typically having a lifetime of about 10�15 s and
so are quite localized to <10 nm. The plasmon peak is
the second most dominant feature of the energy-loss
spectrum after the ZLP. The small peak beside the
ZLP in Figure 38.1 is a plasmon peak.

KRAMERS-KRONIG ANALYSIS
This analysis gives the energy-dependence of the
dielectric constant and other information, which we
usually obtain by optical spectroscopy.

FOR THE BEST LOW-LOSS SPECTROSCOPY
You need an FEG, a high-resolution, high-dispersion
spectrometer and if you’re really going to do it prop-
erly, a monochromator, so the tail of the ZLP does
not mask the low-energy intensity.
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If we assume the electrons are free (i.e., not bound to
any specific atom or ion), then the energy EP lost by the
beam electron when it generates a plasmon of frequency
op is given by a simple expression

EP ¼
h

2p
op ¼

h

2p
ne2

e0m

� �1
2

(38:6)

where h is Planck’s constant, e and m are the electron
charge and mass, e0 is the permittivity of free space
(remember the dielectric constant is the relative permit-
tivity of a polarizable medium), and n is the free-electron
density. Typical values of EP are in the range 5–25 eV

and a summary of plasmon-loss characteristics is given
in Table 38.1

& Plasmon losses dominate inmaterials with free-electron
structures, such as Li, Na, Mg, and Al.

& Plasmon-like peaks occur to a greater or lesser extent
in the low-energy spectra from all materials, includ-
ing insulators, such as polymers and biological tissue.

So the ‘free-electron’ assumption is clearly not rig-
orous and we don’t know everything about how this
feature arises.

From equation 38.6, you can see thatEP is affected by
n, the free-electron density. Interestingly, n may change
with the chemistry of the specimen. Thus, measurement
of the plasmon-energy loss can give indirect analytical
information (see the next section).

The characteristic plasmon-scattering angle yE is very
small, being typically < 0.1mrads (as listed in Table
38.1), which means that the plasmon-loss electrons are
strongly forward scattered. Their cut-off angle yc is much
greater than yE so if you use a collection angle b of only
10 mrads, you will easily gather almost all the plasmon-
loss electrons (again note the importance of knowing b in
your system). Conversely, this means that even a small
objective aperture will not stop plasmon-loss electrons
entering the TEM imaging system. Plasmon-loss elec-
trons also carry contrast information and, because they
are the most intense energy-loss signal, they are the pri-
mary contribution to chromatic aberration in TEM
images, which is why it is often a good move to filter
them out. As we’ve already seen, Figure 38.2 shows the
improvement in image contrast and resolution when the
low-loss (primarily plasmon) spectrum is filtered out of
the image of a specimen showing predominantly mass-
thickness contrast. Likewise, Figure 38.3 shows a thick
foil exhibiting primarily diffraction contrast. A similar
improvement in resolution occurs when the many plas-
mon peaks are filtered out.

A typical value of the plasmon mean free path lP at
AEM voltages is about 100 nm and so it is reasonable to
expect at least one strong plasmon peak in all but the
thinnest specimens. Likewise, the number of individual
losses should increase with the thickness of your specimen
andwe can use the plasmon-peak intensity to estimate the
specimen thickness. If indeed your specimen is so thin that
only single scattering occurred, and the only significant
scattering was a single plasmon event, then you should be
very pleased because it’s a great specimen for ionization-
loss EELS (see the next chapter). Conversely, if your
spectrum shows several plasmon peaks then it is too
thick for ionization-loss studies. Under single-scattering
circumstances we can assume

t ¼ lp
Ip
I0

(38:7)

(A)

(B)

FIGURE 38.6. (A) Low-loss (valence) spectrum from SrTiO3 before

(black) and after (red) Fourier-log deconvolution. The extracted ZLP is

shown in green. (B) Comparison of the change in the imaginary part of the

complex dielectric function obtained from pairs of valence EELS

(VEELS) spectra and valence ultra-violet (VUV) spectra from two differ-

ent regions of SrTiO3. The spectra show similar features but the VUV

spectrum cannot be measured beyond � 45 eV.
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where lP is the plasmon mean free path, IP (see Figure
38.1) is the intensity in the first (and only) plasmon
peak, and I0 is the intensity in the zero-loss peak.

The method has advantages over other thickness
measurement techniques in that you can apply it to
any specimen, amorphous or crystalline, over a wide
range of thicknesses. We’ll tell you more about EELS
thickness measurements and their role in ionization-loss
spectrometry in Section 39.5.

If plural scattering is significant, then the spectrum
becomes more difficult to interpret and other problems
arise; e.g., your ionization-loss quantification results
(next chapter) become unreliable.

Of course, one way around this problem is to use
very thin foils, but often you can’t produce thin-enough
specimens.Murphy’s law says that the area you’re inter-
ested in will usually be too thick. Then you have to
deconvolute the spectra, again using the Fourier-log
approach (Section 39.6) to make the single-scattering
assumption valid. As we’ve already noted, deconvolu-
tion brings its own problems.

Figure 38.7 shows the plasmon-loss spectra from (A)
thin and (B) thick foils of pure Al and (B) also indicates
how the Gatan software uses this information to come
up with a measure of the local foil thickness. Since Al is
a good approximation to a free-electron metal, the plas-
mon-loss process is the dominant energy-loss event.
Plural-plasmon scattering in thicker foils is of concern
because it limits the interpretation of high energy-loss
spectra containing chemical information from ioniza-
tion losses in which we are really interested (see Section
39.4).

The plasmon losses which we’ve just described all
arise from interactions with the electrons in the interior
of your specimen, but the incident electrons can also set
up plasmon oscillations on the specimen surface. We
can envisage these surface plasmons as transverse
charge waves. Surface plasmons have about half the
energy of volume plasmons (because the surface atoms
are not so strongly bound). Generally, however, the
surface plasmon peak is much less intense than the
volume plasmon peak(s), even in the thinnest specimens,
but you can still use them for imaging, as shown by
Batson. With monochromators and aberration correc-
tors, studies of surface plasmons, along with other low-
loss features, will assume more importance in the TEM.

38.3.D Plasmon-Loss Analysis

As we just mentioned, the plasmon peaks contain chem-
ical information, because the composition of the spec-
imen may affect the free-electron density, n, which in
turn changes the plasmon-loss peak position. Histori-
cally, this technique was the first aspect of EELS to
produce quantitative analysis data, and it was used in
a limited number of systems, mainly aluminum and
magnesium alloys in which the plasmon-loss spectrum
is dominant and consists of sharp Gaussian peaks
(Williams and Edington). The lack of a more recent
review gives some indication of the limitations of this
approach (see below)!

The principle of plasmon-loss analysis is based on
empirical observation of the shift in the plasmon-peak
position (EP) with composition (C), giving an expression
of the form

EP Cð Þ ¼ EP 0ð Þ � C
dEp

dC

� �
(38:8)

where EP(0) is the plasmon loss for the pure compo-
nent. By creating a series of binary alloys of known
composition we can develop a working curve which
we can then use to calibrate measurements of EP in
unknown alloys.

Since plasmon-loss analysis demands the measure-
ment of peak shifts rather than peak positions, you need
an energy spectrum of the highest resolution and suffi-
cient dispersion to measure the peak centroid accu-
rately. The early plasmon-loss studies did not have

BALLPARK CALCULATION
A typical ballpark figure: if the intensity in the first
plasmon peak is greater than one tenth the zero-loss
intensity then your specimen is too thick for EELS
quantification.

(A)

FIGURE 38.7. (A) The low-loss spectrum from a very thin specimen of

pure Al showing the intense ZLP (I0) and a small plasmon peak (IP) at

about 15 eV. (B) The low-loss spectrum from a thick specimen of pure Al

showing several plasmon peaks, the first of which is almost as intense as

the ZLP. The inset shows the calculation of the thickness from the Gatan

software.

38 .3 THE LOW-LOSS SPECTRUM ............................................................................................................................................................. 707



access to FEGs and so the resolution of the thermionic
source was a limiting factor. Figure 38.8 illustrates some
early plasmon-loss concentration data and the visible
peak shifts that occur and also shows howwe can use the
plasmon peak shifts in Al-Li alloys and convert them
into Li concentration data and also create Li composi-
tions maps, which, given its low Z, is rather difficult to
do with other analytical techniques.

Plasmon-loss spectrometry has reasonable spatial
resolution and is relatively insensitive to specimen
thickness and surface deposits. The spatial resolution
is controlled by the localization of the plasmon oscilla-
tion which is only a few nm, since the plasmon distur-
bance is rapidly damped by the free electrons. The
specimen thickness only affects the number and inten-
sity of the plasmon peaks, not their position, as you can
see in Figure 38.7. In fact you get the best results from
plasmon-loss spectrometry when your specimen is
about 1–2 mean free paths (lP) thick so that several,
intense, Gaussian peaks are observable. There are,
unfortunately, strong practical disadvantages, which

account for the almost complete absence of plasmon-
loss data since the advent of ionization-loss techniques
in the mid-1970s

& We are limited to specimens showing well-defined
peaks, and only binary specimens can be sensibly
analyzed.

& The alloying elementmust produce a detectable change
in EP and this is not always the case. For example, the
addition of 30 at.% Zn to Al scarcely changes EP.

It is possible that application of modern detection
and data processing techniques may improve the quality
and ease of analyzing plasmon-loss spectra. While plas-
mon peak-shift analysis is limited, we can at least use the
low-loss plasmon spectra for chemical fingerprinting, as
we’ve already described, and we’ll discuss the prospects
for more quantitative interpretation of low-loss spectra
via modeling in Section 38.4.

With increasing interest in the mechanical properties
of nanoscale materials, the fact that strong scaling

(B)

FIGURE 38.7. (Continued).
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correlations exist between the plasmon energy and elas-
tic properties, hardness, valence-electron density, and
cohesive energy is leading to a resurgence of interest in
this part of the spectrum (e.g., Oleshko and Howe).

38.3.E Single-Electron Excitations

A high-energy beam electron may transfer sufficient
energy to a single electron in the valence band to change
its orbital state, perhapsmoving it to an unoccupied state
in the conduction band. We call these events single-elec-
tron interactions and they result in inter/intraband tran-
sitions for the valence electrons, with energy losses of up
to�25 eV.An example of an interband transition is given
in the spectra from different polymers which can be dis-
tinguished solely by their electronic differences (Hunt
et al.), as shown inFigure 38.9A. Interactionswithmolec-
ular orbitals, such as the p orbitals produce characteristic
peaks in this low-energy region of the spectrum, some-
times causing shifts in the plasmon peak (either up or
down depending on the relative energy of the interband
transition and the plasmon loss), and that is why it is
possible to use the intensity variation in this part of the
spectrum to fingerprint a particular phase. A more chal-
lenging example is given in Figure 38.9B, which shows
what can be done with a combination of cryo- and low-
dose STEM to image a polymer nano-emulsion in an
aqueousmedium. The low-loss spectra reveal the electron-
ic differences between the phases (including amorphous
ice!) and the filtered images show the lobed shape of the
emulsified particles. There is probably no other techni-
que that could image such beam-sensitive material at
such high resolution (Kim et al.).

If a beam electron gives a weakly bound, valence-
band electron sufficient energy to escape the attractive
field of the nucleus, then a secondary electron (SE) is
created, of the sort used to give topographic images in
the SEM and STEM. Typically, a SE requires < 20 eV
to escape the surface and therefore the electrons causing
SE emission appear in the same low-energy region of the
spectrum as the inter- and intraband transitions.

38.3.F The Band Gap

In the region of the spectrum immediately after the ZLP,
and before the rise in intensity preceding the plasmon
peak, you can see a region of low intensity. If there are no
interband transitions occurring, the intensity in this por-
tion of the spectrum approaches the dark-current (noise)
level of the detector. This low intensity implies that there
is a forbidden-transition region, which is simply the band
gap, between the valence and conduction bands in semi-
conductors and insulators. To determine the band gap,
you need to strip off the tail of the ZLP (with all the
consequent difficulties) and measure the energy range of
the gap out to the rise in the initial low-loss spectrum.
Figure 38.10A illustrates the variable band gap in spectra
from specimens of Si, and its oxide and nitride. Mapping
this change in the energy range in which no transitions
occur gives band-gap images (Figure 38.10B) and several
examples of this are given by Kimoto et al. As sub-
nanometer-scale semiconductor technology advances,

(A)

(B)

(C)

FIGURE 38.8. (A) A discontinuous precipitation reaction front in an

Al-11 at.% Li specimen. (B) Experimental plasmon-loss measurements of

the Li composition variation across the interface. (C) The shift in the

plasmon peak for the matrix (5 at.%Li) and the precipitate (25 at.%Li) is

clear in the two spectra.

38 .3 THE LOW-LOSS SPECTRUM ............................................................................................................................................................. 709



the need for sub-nanometer resolution imaging of the
band gap will increase and low-loss EEL images are the
only way to visualize this electronic property.

38.4 MODELING THE LOW-LOSS
SPECTRUM

As you now know, the low-loss spectrum has the advan-
tage of significant intensity (so counting statistics are not a
problem) and it contains useful data about your speci-
men, such as composition, bonding, the dielectric con-
stant, the band gap, the free-electron density, and optical
properties. With all this information you might have
thought that we understood the spectrum very well and

FIGURE 38.9. (A) The interband transition characteristic of polystyrene,

clearly visible on the rise of the plasmon peak, compared with the absence

of such a transition in polyethylene. (B) (top) A low-dose cryo-HAADF

image of a two-phase polymer nano-emulsion in water; (bottom) low-loss

spectra from amorphous ice (blue) polydimethyl siloxane (PDMS) (green)

and a multi-phase co-polymer (red), together with the corresponding

composition maps based on the differences in their low-loss spectra.

(A)

(B)

FIGURE 38.10. (A) Band-gap differences evident in the low-loss spectra

of a Si semiconductor, SiO2, and Si nitride (almost Si3N4) ceramic insu-

lators and (B) the corresponding band-gap image (with scale on right;

recorded at 90 K using 1024 channels and 150 ms dwell time). Note the Si

islands in the oxide layer which were not visible in the TEM image.
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were able to model it with some degree of precision and
could use the modeling to predict spectra from different
materials. Perversely, we are better able to do this for the
much lower intensity, high-loss spectrum, aswe’ll describe
in Chapters 39 and 40. However, significant progress is
being made in calculating the plasmon-loss energies and
interband transitions. As we’ve seen, the plasmon peak is
basically an oscillation of the free electrons, so equation
38.6 has been used over several decades to calculate the
plasmon-loss energy, but this approach can’t handle the
effects of other low-loss features like interband transi-
tions. French has developed software for low-loss model-
ing, called Electronic Structure Tools (see URL #1),
which consists of a number of programs for the quantita-
tive analysis of optical, VUV, and EELS spectra. Keast
has shown good agreement between experimental and
calculated low-loss spectra for a range of metals and
ceramics, as shown in Figure 38.11, using abinitio meth-
ods, which we’ll describe in some more detail in Chapter
40, and this topic is dealt with extensively in the compa-
nion text. Modeling of such spectra requires careful
experimental control and for the data of Figure 38.11
the convergence angle of the (100-kV) beam was 8.3
mrad, the Gatan spectrometer collection angle was 5.8
mrad, 100 spectra (0.05 s per acquisition) were aligned,
corrected for dark current and gain variations, and
summed. The density-functional theory (see Section

40.5.A) calculations (using the random-phase approxima-
tion and neglecting local-field effects) were performed
using theWIEN2k code. Exchange and correlation effects
were treated using the generalized gradient approxima-
tion. The final spectrum was averaged over the different
orientation components. So you get the idea that this is
not straightforward!

Software for all aspects of low-loss analysis can be
found at URLs #1 and 6.

CHAPTER SUMMARY
The low-loss (valence/plasmon) portion of the spectrum from 0 to 50 eV contains a wealth
of useful information about the specimen.

& The ZLP is the most intense signal. If you filter out all the low-loss electrons apart from the
ZLP, you get images and DPs which generally show higher resolution and better contrast
than unfiltered ones because they are free of chromatic aberration and diffuse-scattering
effects.

& The low-loss spectrum reflects beam interactions with loosely bound conduction and
valence-band electrons.

& From different portions of the low-loss spectrum, you can measure the local dielectric
constant of your specimen, the free-electron density, the thickness, the band gap, and
observe inter/intraband transitions. You can also form images using energy-loss elec-
trons which map out all these phenomena, generally with sub-nanometer resolution.

& The low-loss spectrum can be used to fingerprint (identify) specific elements, compounds,
andbiological tissueby comparisonwith the characteristics of standard spectra indatabases.

& In some binary alloy systems of light elements, you can determine composition by
measuring shifts in the plasmon-peak centroid. Plasmon imaging also has the potential
for mapping nanoscale mechanical properties.

& Wearegettingmuchbetter at simulating the low-loss spectrumandunderstanding thevarious
beam-specimen interactions that contribute to this high-intensity portion of the spectrum.

THE EELS ATLAS

Ahn, CC Ed. 2004 Transmission Electron Energy-Loss Spectrometry in Materials Science and the EELS

Atlas 2nd Ed. Wiley-VCH Weinheim Germany. Buy this.

0 10 20 30

Im(-1/ε)
Experimental

Calculated

Energy loss (eV)

FIGURE 38.11. A comparison between the calculated (dashed) and

experimental (full) low-loss spectrum from commercial MgB2 particles.
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Ahn, CC andKrivanek, OL 1983EELSAtlasGatan Inc., 5933 Coronado Lane Pleasanton CA 94588. Buy
this too (if you can find it).

SOME CALCULATIONS AND SPECIAL CONCEPTS
Egerton, RF 1976 Inelastic Scattering and Energy Filtering in the Transmission Electron Microscope Phil.

Mag. 34 49–65. One of the earliest indications of the power of EEL techniques.
Egerton, RF 1996 Electron Energy Loss Spectroscopy in the Electron Microscope 2nd Ed. Plenum Press

New York. Includes the idea of high-contrast tuning.

Eggeman, AS, Dobson, PJ and Petford-Long AK 2007 Optical Spectroscopy and Energy-Filtered Trans-
mission Electron Microscopy of Surface Plasmons in Core-Shell Nanoparticles J. Appl. Phys. 101
024307–10.

Keast, VJ 2005 Ab Initio Calculations of Plasmons and Interband Transitions in the Low-Loss Electron
Energy-Loss Spectrum J. Electron Spectrosc. Relat. Phenom. 143 97–104.

Schattschneider, P and Jouffrey, B 1995 Plasmons and Related Excitations in Reimer, L Ed. Energy-
Filtering Transmission Electron Microscopy 151–224 Springer New York. A thorough introduction

to plasmons and related excitations.

APPLICATIONS
Arenal, R, Stéphan, O, Kociak, M. Taverna, D. Loiseau, A and Colliex, C 2005 Electron Energy Loss

Spectroscopy Measurement of the Optical Gaps on Individual Boron Nitride Single-Walled and Multi-
walled Nanotubes Phys. Rev. Lett. 95 127601–127604.

Batson, PE 1982 Surface Plasmon Coupling in Clusters of Small Spheres Phys. Rev. Lett. 49 936–940.
Ding, Y andWang, ZL 2005Electron Energy-Loss Spectroscopy Study of ZnONanobelts J. Electr.Microsc.

54 287–291.
Hunt, JA, Disko, MM, Behal, SK and Leapman, RD 1995 Electron Energy-Loss Chemical Imaging of

Polymer Phases Ultramicrosc. 58 55–64.

Kim, G, Sousa, A, Meyers, D, Shope, M and Libera, M 2006 Diffuse Polymer Interfaces in Lobed
Nanoemulsions Preserved in Aqueous Media J. Am. Chem. Soc. 128 6570 –6571.

Kimoto, K, Kothleitner, G, Grogger, W, Matsui, Y and Hofer F 2005Advantages of a Monochromator for

Bandgap Measurements Using Eelectron-Loss Spectroscopy Micron 36 185–189.
Midgley, PA, Saunders, M, Vincent, R and Steeds, JW 1995 Energy-Filtered Convergent-Beam Diffraction:

Examples and Future Prospects Ultramicrosc. 59 1–13.
Oleshko, VP and Howe, JM 2007 In Situ Determination and Imaging of Physical Properties of Metastable

and Equilibrium Precipitates Using Valence Electron Energy-Loss Spectroscopy and Energy-Filtering
Transmission Electron Microscopy J. Appl. Phys. 101 054308–11.

Reimer, L 2004 Electron Spectroscopic Imaging in Transmission Electron Energy Loss Spectrometry in

Materials Science and the EELS Atlas 2nd Ed. 347–400 Ed. CC AhnWiley-VCHWeinheim Germany.
Van Bentham, K, Elsasser, C and French, RH 2001Bulk Electronic Structure of SrTiO3: Experiment and

Theory J. Appl. Phys. 90 6156–6159.

Williams, DB and Edington, JW 1976 High Resolution Microanalysis in Materials Science Using Electron
Energy Loss Measurements J. Microsc. 108 113–145. Historical but not superceded!

URLs
1) http://www.lrsm.upenn.edu/�frenchrh/index.htm
2) http://www.hremresearch.com/Eng/download/documents/EELScatE2.html
3) http://www.gatan.com/answers2/index.php
4) http://www.cemes.fr/%7Eeelsdb/

5) http://www.cemes.fr/epsilon/home/main.php
6) http://www.deconvolution.com/

SELF-ASSESSMENT QUESTIONS
Q38.1 Distinguish the low-loss and high-loss regions of the spectrum.

Q38.2 What is usually the second most intense peak in any spectrum? What might be the second most intense

peak in a spectrum from a very thick specimen?

Q38.3 List the characteristic scattering angles of the principal energy-loss processes and give ballpark values.

How do these compare with other important scattering angles in TEM such as typical Bragg angles?

Q38.4 What’s a typical value for a plasmon-energy loss?
Q38.5 What are inter- and intraband transitions and why do they result in relatively low energy losses?
Q38.6 Why is it important for the ZLP to be the most intense peak in the spectrum by a factor of 10 or more?

Q38.7 What’s another expression for the ‘permittivity of free space’?
Q38.8 What is meant by the ‘free-electron density’ and what role does it play in low-energy losses?
Q38.9 Why is the plasmon peak the most prominent energy-loss peak in the spectrum from a thin specimen?
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Q38.10 What is the difference between the characteristic and the cut-off angle? Which is more important in
EELS and why?

Q38.11 What electrons are in the ZLP?

Q38.12 Under what conditions would you wish to remove the tail of the ZLP?
Q38.13 Describe one other way to measure the dielectric constant apart from low-loss EELS. What are the

relative advantages and disadvantages of the two approaches?

Q38.14 What’s the best way to remove the tail of the ZLP?
Q38.15 What is fingerprinting and why should you be cautious about using it?
Q38.16 Why would you ever bother to form an image from which the energy-loss electron have NOT been

removed?

Q38.17 Why would you ever bother to form a CBED pattern from which the energy-loss electrons have NOT
been removed?

Q38.18 What is a Kramers-Kronig transformation? What information does it extract from the low-loss

spectrum?
Q38.19 Why hasn’t there been more use of plasmon-shift measurements for composition determination?
Q38.20 Explain why you might want to model the intensity in the low-loss spectrum.

Q38.21 Distinguish single, plural, and multiple scattering. Which is best for EELS and why?

TEXT-SPECIFIC QUESTIONS
T38.1 Distinguish the characteristic scattering angle, the cut-off angle, and the spectrometer collection angle.

Explain why large differences in the characteristic scattering angle affect the information in the

spectrum.
T38.2 Why does filtering out the energy-loss electrons improve the quality of images of specimens showing

mass-thickness contrast?

T38.3 Why does filtering out the energy-loss electrons improve the quality of images of specimens showing
diffraction contrast?

T38.4 Why does filtering out the energy-loss electrons improve the quality of diffraction patterns?

T38.5 What is contrast tuning and under what circumstance might you use it?
T38.6 Why do you think there’s a residual interband transition peak in the polyethylene spectrum in Figure 38.9?
T38.7 Can you think of any other way to image the distribution of Li shown in Figure 38.8 (Hint: read Chapter

39 first)?

T38.8 Why were we able to use plasmon-peak shift measurements as an analysis technique over 30 years ago
and why does nobody use it any more?

T38.9 Why does EELS low-loss determination of the dielectric constant compare with UV spectroscopy in

terms of the valence states that can be determined? (Hint: work out the wavelength of electrons with a
typical low energy loss.)

T38.10 Given that we typically think of the band gap as a non-spatially localized phenomenon due to overlap of

the energy states above the atomic potential wells, explain how we can talk about band-gap imaging and
the high spatial resolution of images such as Figure 38.10.

T38.11 Why would we want to calculate the intensity distribution in low-loss spectra?

T38.12 Given that the low-loss spectrum is so much more intense than the high-loss spectrum, why has there
been relatively little theoretical and experimental work on this part of the spectrum compared with the
high-loss regime?

T38.13 Estimate the relative intensities in the zero-loss and the low-loss regions of Figure 38.1 and then explain

why we can approximate the total spectrum intensity to the sum of these two components.
T38.14 Study Figure 38.7, then draw diagrams showing how the spectral peaks continue to change in relative

intensity with increasing thickness beyond that in Figure 38.7B.

T38.15 Whywould you expect to see differences in the low-loss spectra from different compounds such as shown
in Figure 38.5?

T38.16 Why do plasmon-like peaks occur in spectra from biological materials in which there are no free

electrons?
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39
High Energy-Loss Spectra and Images

CHAPTER PREVIEW

The high energy-loss spectrum (E>50 eV) consists primarily of ionization or core-loss edges
on a rapidly decreasing plural-scattering background. Elemental-composition data and
elemental maps can be extracted from these ionization edges. In this chapter, we’ll examine
how to get this information, quantify it, and image it. A good use for such data is light-
element analysis wherein EELS complements XEDS. First, we’ll remind you of the experi-
mental variables over which you have control, because these are rather critical. Then we’ll
discuss how to obtain a spectrum and what it should look like if you’re going to quantify it.
Next, we’ll discuss the various quantification routines which, in principle, are just as
straightforward as those for XEDS but in practice require rather more sophisticated soft-
ware, and we often need to use deconvolution routines. Elemental imaging is a powerful
aspect of high-energy-loss EELS, particularly, because both the spatial resolution and
minimum detection limits are somewhat better than XEDS and atomic-column spectro-
scopy and single-atom detection are more easily achievable in EELS.

39.1 THE HIGH-LOSS SPECTRUM

The high-loss portion of the spectrum above �50 eV
contains information from inelastic interactions with
the inner or core shells. These interactions provide direct
elemental identification in a manner similar to XEDS
and other information, such as bonding and atomic
position. We’ll emphasize quantitative elemental analy-
sis and mapping in this chapter and discuss the other
features of the high-loss spectrum in the next chapter.

39.1.A Inner-Shell Ionization

When a beam electron transfers sufficient energy to a
core-shell electron (i.e., one in the inner, more tightly
bound K, L, M, etc., shells) to move it outside the
attractive field of the nucleus, the atom is said to be
ionized (go back and look at Figure 4.2). As you know
from the earlier chapters on X-ray analysis, the decay of
the excited atom back to its ground state may produce a
characteristic X-ray or an Auger electron. So high-loss
EELS and XEDS detect different aspects of the same
phenomenon. Ionization is the primary event and X-ray
emission is one of two secondary processes. We are
interested in ionization losses precisely because the pro-
cess is characteristic of the atom involved and so the
signal is a direct source of chemical information, just
like the characteristic X-ray. We call the ionization-loss

signal in the EELS spectrum an ‘edge,’ rather than a
peak, for reasons we’ll describe shortly and we use the
edges as the basis for elemental mapping.

Ionization is a relatively high-energy process. For
example, the lightest solid element, Li, requires an
input of � 55 eV to eject a K-shell electron, and so the
loss electrons are usually found in the high-loss region of
the spectrum, above E = 50 eV. K-shell electrons require
much more energy for ejection as Z increases because they
are more strongly bound to the nucleus. The binding
energy for electrons in the uranium K shell is about
99 keV. So we tend to use L and M edges when dealing
with high-Z atoms (just like inXEDS)because the intensity
of the K edges decreases substantially above � 2 keV. It’s
worth a short mention here about the nomenclature used

EELS COMPLEMENTS XEDS
Detection of the high-energy electron that ionized the
atom is independent of whether the atom emits an X-
ray or an Auger electron. So EELS is not affected by
the fluorescence-yield limitation that restricts light-
element X-ray analysis. These differences explain, in
part, the complementary nature of XEDS and ioni-
zation-loss EELS but also the much higher efficiency
of EELS.
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for EELS edges. As for X-rays, where we have K, L, M,
etc., peaks in the spectrum,we get ionization edges fromK,
L,M, etc., shell electrons.However, themuchbetter energy
resolution of the magnetic-prism spectrometer means that
it is much easier to detect small differences in spectra that
arise from the presence of different energy states in the
shell. For example

& TheK shell electron is in the 1 s state and gives rise to
a single K edge.

& In the L shell, the electrons are in either 2s or 2p
orbitals, and if a 2s electron is ejected, we get an L1

edge and a 2p electron causes either an L2 or L3 edge.

Depending on the ionization energy, the L2 and L3

edges may not be resolvable (they aren’t in Al but they
are in Ti), and so we call this edge the L2,3. The full range
of possible edges is shown schematically in Figure 39.1,
and you can see that other dual edges exist, such as
the M4,5.
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FIGURE 39.1. The full range of possible edges in the energy-loss spectrum due to core-shell ionization and the associated nomenclature.
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Compared with plasmon excitation, which requires
much less energy, the ionization cross sections are rela-
tively small and themean free paths relatively large. As a
result, the ionization-edge intensity in the spectrum is
much smaller than the plasmon peak, and becomes even
smaller as the energy loss increases (look back to Figure
37.1). This is another reason for staying with the lower
energy-loss (L and M) core edges. While the possibility
of plural ionization events being triggered by the same
electron is small in a typical thin foil, we’ll see that the
combination of an ionization loss and a plasmon loss is
by no means uncommon. This phenomenon distorts the
EEL spectrum and any filtered images.

If you go back and look at Figure 4.2, you can see
that a specific minimum-energy transfer from the beam
electron to the inner-shell electron is required to over-
come the binding energy of the electron to the nucleus
and ionize the atom. This minimum energy constitutes
the ionization threshold, or the critical ionization
energy, Ec.

We define EC as EK for a particular K-shell electron,
EL for an L shell, etc. Of course, it is also possible to
ionize an atom by the transfer of E>EC. However, the
probability of ionization occurring becomes less with
increasing energy above EC because the ionization
cross section decreases with increasing energy transfer.
As a result, the ionization-loss electrons have an energy
distribution that ideally shows a sharp rise to a max-
imum at EC, followed by a slowly decreasing intensity
above EC back toward the background. This triangular
shape is called an edge because you’ll notice that, as
shown in Figure 39.2A, it has a similar intensity profile
to the absorption edges inX-ray spectroscopy. Often the
term ‘hydrogenic’ is used for such a sharp edge-onset
because this is what would arise from the ionization of
the ideal single isolated hydrogen atom.

In reality, because we aren’t dealing with isolated
atoms, but atoms integrated into a crystal lattice or an
amorphous structure, the spectra are more complex.
Ionization edges are superimposed on a rapidly decreas-
ing background intensity from electrons that have under-
gone random, plural inelastic scattering events (Figure
39.2B). The edge may also show fine structure oscilla-
tions within �50 eV of EC (Figure 39.2C) which are due
to bonding effects (termed energy-loss near-edge

structure, ELNES). More than 50 eV after the edge,
small intensity oscillations may be detectable (Figure
39.2D) due to diffraction effects from the atoms sur-
rounding the ionized atom, and these are called extended
energy-loss fine structure (EXELFS), which is analogous
to extended X-ray absorption fine structure (EXAFS) in
X-ray spectra, particularly, those generated from intense
synchrotron sources.

Finally, as we noted earlier, the ionization-loss elec-
trons may also undergo low-loss interactions. For exam-
ple, they may create plasmons, in which case the edge
contains extra plural-scattering intensity �15–25 eV
above EC, as shown schematically in Figure 39.2E. So
experimental ionization edges are far more complicated
than the Gaussian peaks in an XEDS spectrum, but they
also contain far more information about the specimen
than a characteristic peak. From an XEDS spectrum,
you only get elemental identification rather than chemical
information, such as bonding which is contained both in
the ELNES and the low-loss structure (although as we
showed in Figure 32.9C, if the X-ray spectrometer has
sufficiently high-energy resolution, it can detect such
differences but the price to pay in the AEM is an unac-
ceptably low count rate). Figure 39.3 shows a spectrum
from BN on a C film. The various ionization edges show
some of the features drawn schematically in Figure 39.2,
in particular, strong ELNES on the B-K edge; we’ll
discuss these fine-structure effects more in Section 40.1
and how to form fine-structure images from them in
Section 40.5.C.

39.1.B Ionization-Edge Characteristics

The angular distribution of ionization-loss electrons var-
ies as (y2+ yE

2)–1 and will be a maximumwhen y=0, in
the forward-scattered direction. The distribution decreases
to a half width at the characteristic scattering angle yE
given by equation 38.1. This behavior is essentially the
same as for plasmon scattering but because we have rela-
tively large values of EC compared to EP, we get larger
characteristic scattering angles for ionization-loss elec-
trons (e.g., for the typical, maximum core-loss energy
that we would use for analysis E = 2000 eV so yE �10
mrad when E0 = 100 keV).

The angular distribution varies depending on E, and
because of the extended energy range of ionization-loss

TRIANGULAR SHAPE
This idealized triangular or sawtooth shape is only
found in spectra from isolated hydrogen atoms and is
therefore called a hydrogenic ionization edge. Real
ionization edges have shapes that approximate, more
or less, to the hydrogenic edge.

ELNES AND EXELFS
Fine structure around the ionization edge onset is
known as ELNES. Small intensity oscillations
>�50 eV after the edge due to diffraction effects are
called EXELFS.
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electrons above EC, this can be quite complicated. For
E�EC the scattering intensity drops rapidly to zero over
about 10 mrads (at yc), but as E increases above EC the
angular-intensity distribution drops around y = 08,

but increases at larger scattering angles, giving rise to
the so-called Bethe ridge. However, this effect is not
really important for the kind of analytical studies that
we are emphasizing in this chapter.
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FIGURE 39.2. The characteristic features of an inner-shell ionization edge. (A) The idealized sawtooth (hydrogenic) edge. (B) The hydrogenic edge

superimposed on the background arising from plural inelastic scattering. (C) The presence of ELNES. (D) The EXELFS. (E) In a thick specimen, plural

scattering, such as the combination of ionization and plasmon losses, adds another peak to the post-edge structure and raises the background level.
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So, the distribution of characteristic scattering angles
for the core-loss electrons that we use for analysis span
the range from �0.2 to 10 mrads and the scattering cut-
off angles range from �25 to 200 mrads (equation 38.4).
In other words, like the plasmon-loss electrons, the
ionization-loss electrons are very strongly forward-
scattered. Consequently, efficient collection of most
inelastically scattered electrons is straightforward, since
a spectrometer entrance aperture angle (b) of 10 mrads
will collect the great majority of such electrons. As a
result, collection efficiencies in the range 50–100% are
not unreasonable, which contrasts with XEDS where the
isotropic generation of characteristic X-rays results in
very inefficient collection. Figure 39.4 compares the col-
lection of X-rays and energy-loss electrons and Figure
39.5 shows the variation in collection efficiency for ioni-
zation-loss electrons as a function of both b and energy.

While the K edges in Figure 39.3 show sharp onsets,
like an ideal hydrogenic edge, not all edges are similar in
shape. Some edges have much broader onsets, spread
over several eV or even tens of eV. The edge shape in
general depends on the electronic structure of the atom
but, unfortunately, we can’t give a simple relationship
between edge types and specific shapes. The situation is
further complicated because the edge shapes change
depending on whether or not certain energy states are
filled or unfilled. For example, if you go back and look
at Figure 37.1, the Ni L edge shows two sharp peaks,
which are the L3 and L2 edges. (We’ll discuss these
details much more in Section 40.1.) These sharp lines
arise because the ejected L shell electrons don’t entirely
escape from the atom and have a very high probability
of ending up in unfilled d-band states. In contrast, in Cu
where the d band is full, the L2,3 edge does not show
these intense lines. Similar sharp lines appear in theM4,5

edges in the rare earths. As if this were not enough, the

FIGURE 39.4. Comparison of the relative efficiencies of collection of

EELS and XES. The forward-scattered energy-loss electrons are very

efficiently collected with even a small EELS collection angle. In contrast,

only a small fraction of the uniformly emitted (4p sr) characteristic X-rays

is detected by the XEDS.

FIGURE 39.5. Variation in the collection efficiency of ionization-loss

electrons as a function of energy loss and spectrometer collection angle.

A 10 mrad collection angle will gather over 75% of all the incident-beam

electrons that ionized C atoms and lost �285 eV.
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FIGURE 39.3. High energy-loss spectrum from a thin flake of BN sitting

on the edge of a hole in an amorphous-carbon support film. The B K and

N K edges are clearly visible superimposed on a rapidly decreasing back-

ground. A very small C K edge is also detectable at �280 eV.
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details of the fine structure and edge shapes are also
affected by bonding. For example, the Si edge in a
spectrum from SiO2 is different from the Si edge from
pure Si. To sort all this out it’s best if you consult the
2004 EELS Atlas (by Ahn and related references in the
previous chapter) which contains representative edges
from all the elements and many oxides.

Now that we’ve covered both the low and high
energy-loss processes, we can summarize the character-
istics of the energy-loss spectrum by examining a

complete spectrum from NiO containing both low and
high-loss electrons, as shown in Figure 39.6. In this
figure, we also compare the spectrum to the energy-
level diagram for NiO. You can see that

& The ZLP is above the potential wells since these
electrons don’t interact with the atom.

& The plasmon peak comes from interactions with the
valence/conduction band electrons just below the
Fermi level (EF).
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FIGURE 39.6. The correspondence between the energy levels of electrons surrounding adjacent Ni and O atoms and the energy-loss spectrum. The

deeper the electrons sit in the potential well themore the energy needed to eject them. The ZLP is above the Fermi energyEF, the plasmon peak is shown at

the energy level of the conduction/valence bands where plasmon oscillations occur in the loosely bound electrons. The critical ionization energy required

to eject electrons in specific shells is shown (Ni L: 855 eV and O K: 532 eV).
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& The relative energy levels of the ionized shell (K, L,
or M) control the position of the ionization edge in
the spectrum. The closer to the nucleus, the deeper
the potential well and the more the energy required
to eject the electron.

& There will be a different density of states in the
valence (3d) band of the Ni atom compared to the s
band of the O atoms at the top of the potential wells.

& The core electrons could also be given enough energy
to travel into the empty states, well above EF and, in
this case, we see ELNES after the ionization edge.
We’ll discuss more details of such fine structure in
the spectrum in Chapter 40.

Despite the very high collection efficiency of the
spectrometer, the ionization edges still show relatively
low intensity, particularly asE increases. The edges have
an extended energy range well above EC and ride on a
rapidly varying, relatively high background. All these
factors, as we shall see, combine to make quantitative
analysis using EELS a little more challenging than
XEDS. However, for the lighter elements the X-ray
fluorescence yield drops to such low values, and absorp-
tion becomes so strong, even in thin specimens, that
EELS is the preferred technique. Experimentally, the
choice between the two is not always simple, but below
oxygen in the periodic table, EELS shows better perfor-
mance than XEDS and for elements below boron, there
is no sensible alternative to EELS for nanometer-scale
analysis.

39.2 ACQUIRING A HIGH-LOSS
SPECTRUM

From what we’ve described about the various EEL
spectrometers and filters and the complexity of the spec-
tra, it should be clear that there are many variables to
control when acquiring a spectrum (see Brydson’s
monograph for a detailed description). Computer con-
trol via the Gatan software nowmakes this process very
straightforward. We’ll start by summarizing the major
parameters relevant to acquiring high-loss spectra and
images and indicate reasonable values for each
parameter.

& Beam Energy E0: It’s best to use the highest E0,
unless doing so causes displacement damage or sig-
nificant surface sputtering. A higher E0 reduces the
scattering cross section and so you get reduced edge
intensity. Conversely, as E0 increases, the plural-
scattering background intensity falls faster than the
edge intensity and so the signal to background
increases. The increase in signal to background var-
ies with the particular edge but it is never a strong
variation; so while we recommend using the highest

kV, it’s not a good reason (on its own) to justify
purchasing a 300-keV TEM.

& Convergence angle a: You know how to control a
with the C2 aperture and/or the C2 lens, but a is only
important in quantification if it is larger than b. So if
you operate in TEM image or diffraction mode with
a broad, parallel beam, rather than STEM mode,
you can ignore a; otherwise, use the correction factor
we give later in Section 39.7.

& Beam size and current: You control these factors by
your choice of electron source, C1 lens, and C2
aperture. As usual, the beam size is important in
determining spatial resolution in STEM mode, and
the beam current controls the signal intensity.

& Specimen thickness: The specimen must be thin
because this minimizes plural-scattering contribu-
tions to the spectrum and quantification is more
straightforward.

If your specimen is too thick then you’ll have to use
deconvolution procedures to remove the effects of
plural scattering. So we’ll tell youmore about how to
determine your specimen thickness from the spec-
trum and how to decide if you need to deconvolute
the spectrum.

& Collection angle b: You know from Section 37.4 how
to measure b in all operating modes. If you need lots
of intensity and are happy with poor spatial resolu-
tion, use TEM image mode with no objective aper-
ture (b >�100 mrads). A small spectrometer
entrance aperture ensures good energy resolution at
the same time. If you want a small b to prevent
contributions to the spectrum from high-angle scat-
tering, use diffraction mode (TEM or STEM) and
keep the small entrance aperture for good energy
resolution. In the STEM case you also get good
spatial resolution.

Generally, for analysis b�1–10mrads is fine, so long
as it’s less than the Bragg angle for your specimen
orientation; but for EELS imaging, which we discuss
in Section 39.9, 100 mrads may be necessary to get
the necessary signal intensity.

SPECIMEN THICKNESS
Making your specimen as thin as possible is the most
important part of EELS.

ENTRANCE APERTURE
Remember that a 5 mm diameter entrance aperture
gives b �5 mrad at a camera length of �800mm.
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& Energy resolution: DE is limited by your electron
source unless you have a monochromator. Elemen-
tal analysis and imaging (the topic of this chapter) do
not require the best DE, so�5 eV would suffice. You
really need the best DE for low-loss and fine-struc-
ture studies, which are probably the most useful and
widespread aspect of EELS (see the surrounding
chapters). Use an FEG source and a PEELS/imag-
ing filter if you want to do this, especially if you’re
lucky enough to have access to a monochromator.

& Energy-loss range and spectrum dispersion: The full
spectrum extends out to the beam energy E0, but the
useful portion only extends to�2 keV. Above this E,
the intensity is very low, and XEDS is both easier
and more accurate. Since you rarely need to collect a
spectrum above �2 keV a minimum of 2048 chan-
nels in the computer display, giving 1 eV/channel is a
good starting dispersion. You can easily select a
higher display resolution if you want to look at a
more limited region of the spectrum or if you want to
see detail with DE <1 eV. Typically, you’re only
examining a limited portion of the spectrum anyhow
and you set this by putting the necessary voltage on
the drift tube or changing the high voltage.

& Dwell time: If you have a PEELS with a PDA, set the
integration time so that at the maximum intensity
you don’t saturate the diodes: i.e., stay below 16,000
counts per acquisition in the most intense channel
and sum as many spectra as you need to give suffi-
cient counts for analysis.

& Number of acquisitions: Again, if you have PEELS/
PDA, multiple acquisitions may be necessary to get
sufficient counts in the edge, but remember that
multiple acquisitions may give rise to minor arti-
facts, as we discussed in Section 37.5.

Before you analyze a particular spectrum, you
should check four things

& Focus and align the ZLP and check the spectrometer
resolution.

& Look at the low-loss (plasmon) portion of the spec-
trum; this gives you an idea of your specimen
thickness.

& Look for the expected ionization edges. If you can’t
see any edges, your specimen is probably too thick or
you need to raise the display gain.

& It’s probably worth deconvoluting out the PSF prior
to any quantification.

The first of these tasks is not critical, as we noted
earlier. Regarding the second task, we noted back in
Chapter 38 that, to a first approximation, if the plas-
mon-peak intensity is less than about one tenth the ZLP,
then the specimen is thin enough for analysis. Otherwise,
you’ll probably have to deconvolute plural-scattering
effects from your experimental spectrum. For the third

task, you should ideally see discrete edges on a smoothly
varying background, but you need to see at least a
change in slope in the background intensity at the
expected EC. If the background intensity is too noisy
it will make quantification more difficult, so acquire
sufficient counts to generate a smoothly varying back-
ground.

The jump ratio is the ratio of the maximum edge
intensity (Imax) to the minimum intensity (Imin) in the
channel preceding the edge onset, as shown in Figure
39.7 (which is a well-defined edge from a suitably thin
film of amorphous carbon). If the jump ratio is above
�5, for the carbon K edge at 284 eV from a 50 nm
carbon film at 100 kV, then your system is operating
satisfactorily. You should keep a standard thin, amor-
phous-carbon film available as a standard reference
specimen and occasionally check that the jump ratio
remains the same. We’ll see that jump-ratio imaging is
one method of acquiring filtered images from ionization
edges. The jump ratio increases as E0 increases. If you
can’t get such a jump ratio from a standard, thin, carbon
film, then probably you need to realign the spectrom-
eter. The actual ionization-loss edges from your real
specimen, that you may wish to quantify or use to form
images, will probably be nothing like this ideal edge, but
the EELS software programs are more than capable of
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FIGURE 39.7. Definition of the jump ratio of an ionization edge

which should be about 5–10 for the carbon K edge if the EELS is well

aligned and the specimen really thin. This spectrum shows an adequate

jump ratio.

THE JUMP RATIO
An important parameter in determining the quality
of your spectrum is the signal-to-background ratio
which in EELS we call the jump ratio.
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handling much smaller edges riding on much higher
backgrounds.

39.3 QUALITATIVE ANALYSIS

As with XEDS, you should always carry out a qualita-
tive analysis first to ensure that you have identified all
the features in your spectrum. Then you can decide
which edges to use for subsequent quantitative analysis
and imaging.

Qualitative analysis using ionization edges is very
straightforward. Unlike XEDS, there are actually very
few artifacts that can be mistaken for an edge. The most
prominent artifact that may lead to misidentification is
the ghost peak from diode saturation (see Section 37.5)
which is easily removed. So long as you calibrate the
spectrum to within a few eV you can unambiguously
identify the edge energy.

You have to be careful here: sometimes you’ll see the
edge energy defined somewhat arbitrarily halfway up the
edge, e.g., at the p* peak on the front of aC-K edge. There
is no strict convention, and very often L and M edges do
not have sharp onsets anyhow. Examination of a portion
of a spectrum, such as that shown back in Figure 39.3, is
usually sufficient to let you draw a definite conclusion
about the identity of the specimen, which in this case is
BN on a C support film. In addition, it is wise to compare
your spectrum with reference spectra from the EELS
Atlas that we’ve mentioned several times before or
through an on-line database, such as URL #1.

Remember that there are families of edges (K, L2,3,
M4,5, etc.) just as there are families of peaks in X-ray
spectra but, as with X-ray spectra, youmight not be able
to resolve all the edges in a single family. Given that
above �2 keV the edges are usually too small to be
detected, it is in fact very rare that you would expect to
see more than one family of lines from a given element
(the Si L edge at �100 eV and the Si K edge at 1.7 keV
should both be visible in the same spectrum). As a rule
of thumb, quantification is equally easy with K and L
edges, but the accuracy of K-edge quantification is
slightly better. Up to Z = 13 (Al) we usually use K
edges because any L edges occur at very low energy
and are masked by the plasmon peak. Above Z = 13
you can use either K or L edges. Sometimes there is the
question of which edge is most visible. The K edge onset
is generally a bit sharper than the L edge which consists

of both the L2 and L3 edges and so may be somewhat
broader, but this is not always the case.

L edges forZ=19–28 (e.g., the Ca-L edge in Figure
37.12 and the Cr-L edge in Figure 39.13) andZ=37–45
are characterized by intense near-edge structure called
white lines. M edges for Z= 55–69 have similar intense
lines.

These white lines are so named because they appeared
as lines of varying intensity in photographically recorded,
energy-loss spectra; they also appear that way if you look
at the spectra from in-column filters (see Figure 37.14A).
More details will be given in Section 40.1. If you have to
use the M, N, or O edges without any white lines, you
should know that they are very broad, with an ill-defined
threshold, and quantification is best achieved with stan-
dards, as we’ll see shortly.

The energy-loss spectrum clearly does not lend itself
to a quick ‘semi-quantitative’ analysis; so we can’t fol-
low our XEDS approach. For example, the spectrum in
Figure 39.3 comes from equal numbers of B and N
atoms, but the intensities in the B and N edges are
markedly different. This difference arises because of
the variation in ionization cross section with E, the
strongly varying nature of the plural-scattering back-
ground, and the edge shape, which causes the C andNK
edges to ride on the tails of the preceding edge(s).

The Ti-nitride and Ti-carbide example: Sometimes qua-
litative analysis is often all that you need to do. Figure
39.8 shows images and spectra from two small precipi-
tates in an alloy steel. The spectra show a Ti L23 edge in
both cases and C and NK edges in Figure 39.8A and B,
respectively. It does not take much effort to deduce that
the first particle is TiC because it is the only known
carbide of Ti, but the nitride could be either TiN or
Ti3N. To determine which of the two it is, you have to
carry out full quantification, which we’ll discuss shortly.
You should note that such clear discrimination between
TiC and TiN in Figure 39.8B would be difficult using
windowless XEDS because the energy resolution is close
to the separation of the Ti L (E =452 eV) and the N K
(E =392 eV) X-ray peaks. In addition, the DPs from
both phases are almost identical, so this problem is a
perfect one for EELS.

39.4 QUANTITATIVE ANALYSIS

To quantify the spectrum or to form a quantitative
image, you have to integrate the intensity (I) in the ioni-
zation edge(s) by removing the plural-scattering back-
ground. Then you have to determine the number of
atoms (N) responsible for I. N is related to I by a sensi-
tivity factor termed the partial ionization cross section
(s). We’ll see that s plays a similar role to the kAB factor
in X-ray analysis. If you go back and look at Figure 39.2,

IONIZATION EDGE
We identify the ionization edge as the energy loss at
which there is a discrete increase in the slope of the
spectrum; this value is the edge onset, i.e., EC, the
critical ionization energy.
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you’ll see how an ionization edge is built up from several
contributions. The process of quantification in essence
involves stripping away (or ignoring) the various contri-
butions until you’re left with Figure 39.2A, which con-
tains the single-scattering or hydrogenic-edge intensity.

39.4.A Derivation of the Equations
for Quantification

The equations we use for quantitative analysis and
imaging have been derived, refined, and applied by
Egerton and co-workers. The following derivation is a
summary of the full treatment by Egerton given in his
textbook.

We’ll assume that we are quantifying a K edge,
although the basic approach can be used for all edges.
The K-edge intensity above background, IK, is related
to the probability of ionization, PK, and the total trans-
mitted intensity, IT, by

IK ¼ PKIT (39:1)

This equation assumes that the intensities are measured
over the complete angular range (0–4p sr), which of
course, is not the case, but we’ll correct this later. In a
good thin specimen we can approximate IT to the inci-
dent intensity, neglecting backscatter and absorption
effects. Now, this is the important point: if we assume
also that the electrons contributing to the edge have
only undergone a single ionization event, then we can
easily obtain an expression for Pk.

PK ¼ NsK exp � t

lK

� �
(39:2)

where N is the number of atoms per unit area of the
specimen (of thickness t) that contribute to the K edge.
The assumption of a single ionization (i.e., scattering)
event is reasonable, given the large mean free path (lk)
for ionization losses; and it explains why you have to
make thin specimens. Assuming single scattering also
means that the exponential term is very close to unity
and so

(A) (B)

FIGURE 39.8. Images of small precipitates on an extraction replica from a stainless steel specimen, and the corresponding ionization edges showing

qualitatively the presence of Ti, C, and N. Thus the precipitates can be identified as (A) TiC and (B) TiN, respectively.
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IK � NsKIT (39:3)

and therefore

N ¼ IK
sKIT

(39:4)

Thus, we canmeasure the absolute number of atoms per
unit area of the specimen simply by measuring the
intensity above background in the K edge and dividing
it by the total intensity in the spectrummultiplied by the
ionization cross section. We can easily extend this
expression to two edges from elements A and B, in
which case the IT drops out and we can write

NA

NB
¼ IAK sB

K

IBKs
A
K

(39:5)

Similar expressions apply to L, M edges, etc., and com-
binations of edges can be used. So you see that if you are
quantifying more than one element, then you don’t need
to gather the ZLP, which saves hitting the PDA or CCD
with this high-intensity signal.

In both equations 39.4 and 39.5 we assumed that
we could accurately subtract the background under
the edge and that we know s. Unfortunately, as you’ll
see, both background subtraction and determination of
s are non-trivial. We will discuss these points later,
but first we must take account of the practical realities
of spectrum acquisition, and modify the equations
accordingly.

& First, you can’t gather the whole of the spectrum out
to the beam energy, E0, because above �2 keV the
intensity decreases to a level close to the system
noise.

& Second, while ionization-loss electrons can theoreti-
cally have any energy between EC and E0, in practice
the intensity in the edge falls to the background level
within about 100 eV of the threshold, EC.

& Third, the background-extrapolation process becomes
increasingly inaccurate beyond �100 eV.

For all these reasons, it is imperative to restrict
integration of the edge intensities to some window, D,
usually in the range 20–100 eV. So we modify equation
39.4 to give

IKðDÞ ¼ NsKðDÞITðDÞ (39:6)

The term IT(D) is more correctly written as Il(D) where Il
is the intensity of the zero-loss (direct beam) electrons
combined with the low-loss electrons over an energy-
loss windowD. Only if we have true single scattering can
we use IT and we’ll discuss the conditions for this later.

As we discussed, EELS has the tremendous advan-
tage that the energy-loss electrons are predominantly
forward scattered and so you can easily gather most of
the signal. So because we nevermanage to collect the full
angular range of energy-loss electrons, we must further
modify the equation by including the collection angle b
and write

IKðbDÞ ¼ NsKðbDÞI1ðbDÞ (39:7)

This factor sK(bD) is the partial ionization cross
section.

From this equation therefore, the absolute quantifi-
cation for N is given by

N ¼ IK bDð Þ
I1 bDð ÞsK bDð Þ (39:8)

For a ratio of two elements A and B, the low-loss
intensity drops out again as in equation 39.5

NA

NB
¼ IAK bDð ÞsB

K bDð Þ
IKB bDð ÞsA

K bDð Þ
(39:9)

We can draw a direct analogy between this equation and
the Cliff-Lorimer expression (equation 35.2) used in
thin-film XEDS. In both cases, the composition ratio
CA/CB or NA/NB is related to the intensity ratio IA/IB
through a sensitivity factor which we call the kAB factor
in XEDS and which in EELS is the ratio of two partial
cross sections, sB/sA.

Remember that the major assumption in this whole
approach is that the electrons undergo a single-scattering
event. In practice, it’s difficult to avoid some plural scatter-
ing, although in very thin specimens the approximation
remains valid, if errors of �10–20% are acceptable. If
plural scattering is significant, then it must be removed
by deconvolution, whichwe’ll discuss in Section 39.6. You
should also note when using the ratio equation your anal-
ysis is a lot better if the two edges are similar in shape, i.e.,
both K edges, or both L edges, otherwise the approxima-
tions inherent in equation 39.9 will be less accurate.

In summary, equations 39.8 and 39.9 give us, respec-
tively, an absolute value of the number of atoms/unit
area of the specimen or a ratio of the number of atoms of
the elements A and B either at a given analysis point or
within a filtered image. To get this information experi-
mentally, you have to carry out two essential steps

& Background subtraction to obtain IK (and hence,N)
for each element A, B, etc.

& Determination of the partial ionization cross section
sK(bD) to get the ratio NA/NB.

So again, you can see why it is important to know b.

39 .4 QUANT ITAT IVE ANALYS I S ............................................................................................................................................................... 725



39.4.B Background Subtraction

The background is a rapidly changing continuumdecreas-
ing from amaximum intensity just after the plasmon peak
at about 15–25 eV, down to a minimum at which it is
indistinguishable from the system noise, typically at E >
�2 keV. In addition to plural scattering, there is also the
possibility of single-scattering contributions to the back-
ground from the tails of preceding ionization edges and
perhaps contributions from the spectrometer itself.
Because of the complexity of these contributions, it has
not been possible to model the background from first
principles, as is possible in XEDS using Kramers’ law.

Despite the complexity of the various contributions
to the background, the methods for subtraction are
relatively simple. There are two ways commonly used
to remove the background

& Curve fitting.
& Using difference spectra.

Curve Fitting: You select a window d in the back-
ground before the edge onset and fit a curve to the
intensity in the window. Then you extrapolate the
curve over another window D under the edge. This
process is shown schematically in Figure 39.9, and
experimentally in Figure 39.10.

We assume that the energy dependence of the back-
ground has the form

I ¼ AE�r (39:10)

where I is the intensity in the channel of energy loss E,
and A and r are constants. The fitting parameters are
only valid over a limited energy range because they

depend on E. The exponent r is typically in the range
2–5, but A can vary tremendously. We can see some
trends in how r varies. The value of r decreases as

& The specimen thickness, t, increases.
& The collection angle, b, increases.
& The electron energy loss, E, increases.

The fit of the curve to the tail of a preceding edge
shows a similar power-law dependence to the back-
ground, and may be fitted similarly, i.e., I = BE–S.
The fitting window d should not be <10 channels and
should not be >30% of EK. In practice, however, you
might not be able to fit the background over such a wide
window if another edge is present within that range,
which limits the goodness of fit of the curve.

You should choose the extrapolation window, D,
such that the ratio of the finish to the start energies,
E(finish)/E(start), is< 1.5; so D is smaller for lower edge
energies. Using larger windows, although improving the
statistics of the edge intensity, eventually reduces the
accuracy of the quantification because the fitting
parameters A and r are only valid over �100 eV. If
there’s a lot of ELNES, either use a larger D to minimize
its effect or avoid it in the extrapolation window unless
the quantification routine can handle it.

Instead of the simple power-law fit, you can in fact
use any expression, such as an exponential, polynomial,
or log-polynomial, so long as it provides a good fit to the
background and gives acceptable answers for known
specimens. Polynomial expressions can behave errati-
cally if you extrapolate them over a large D, so use them
cautiously. Generally, the power law seems adequate
for most purposes except close to the plasmon peaks
(E<�100 eV). Clearly, the background channels closest

Intensity

Energy loss (eV)

Δ

EK

δ

IK

FIGURE 39.9. The parameters required for background extrapolation

and subtraction under an ionization edge. The pre-edge fitting window d
is extrapolated over a post-edge window D then the intensity under the

extrapolated line is subtracted from the total intensity in the window D to

give the desired edge intensity IK.

FIGURE 39.10. Comparison of an experimental Ni L2,3 edge before and

after background subtraction. The fitted region before the unprocessed

edge is extrapolated to give the estimated background which is then

subtracted leaving the (total) edge intensity (note: there is no edge window

D shown here).
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to the edge onset will influence the extrapolation most
strongly, and various weighting schemes have been pro-
posed. A noisy spectrum will be particularly susceptible
to poor fitting, unless some type of weighting is used.

We can judge the goodness of fit of a particular power-
law expression qualitatively by looking at the extrapola-
tion to ensure that it is heading toward the post-edge
background and not substantially under- or over-cutting
the spectrum. More quantitatively, we can assign a w2

value based on a linear least-squares fit to the experimen-
tal spectrum. The least squares fit can be conveniently tied
in with a weighting scheme using the expression

w2 ¼
X
i

ðy� yiÞ2

y2
(39:11)

where yi is the number of counts in the ith channel and
y = lne I. (Look back at Section 35.3.B.) The squared
term in the denominator ensures suitable weighting of
the channels close to the edge. Alternatively, the Gatan
software includes ‘smart’ feedback which forces the
background extrapolation to merge with the experimen-
tal background intensity well after the edge.

Difference Spectra: You can also remove the back-
ground using a first-difference approach (which is
equivalent to differentiating the spectra). This method
is particularly suited to PEELS since it simply involves
taking two spectra, offset in energy by a few eV, and
subtracting one from the other. As shown inFigure 39.11,

the difference process results in the slowly varying back-
ground being reduced to zero and the rapidly varying
ionization edge intensity showing up as classic differ-
ence peaks, similar to what you may have seen in Auger
spectra. This is the only way to remove the background
if your specimen thickness changes over the area of
analysis and it also has the advantage that it suppresses
spectral artifacts common to PEELS, particularly the
channel-to-channel gain variation.

Another kind of difference method involves convo-
luting the experimental spectrum with a top-hat or simi-
lar filter function, as we described in Section 35.3 for
XEDS (Michel and Bonnet). Top-hat filtering effec-
tively gives a second-difference spectrum which also
removes the background but exacerbates some artifacts.

Background subtraction for energy-filtered imaging
can be achieved in several ways.

The first and most usual method of background
subtraction while filtering, is called the three-window
method (Jeanguillaume et al. 1978). Two pre-edge win-
dows are used to calculate the background fit and one
post-edge window in which the extrapolated back-
ground is subtracted from the total intensity to leave
the edge intensity (equivalent to adding another pre-
edge window in Figure 39.9). Egerton has shown that
the intensity in the background window under the edge
(Ib) is related to the intensity in the two pre-edge win-
dows (I1 and I2) by

Ib ¼ ½A=ð1� rÞ�½E1�r
h � E1�r

1 � (39:12)

where A and r are the usual factors in the background-
fitting equation (39.10) determined from I1 and I2 and
Eh and El are the high- and low-energy values defining
the extrapolation window under the edge. To factor out
the thickness effects, a low-loss image has to be acquired
and divided into the K edge image, as in equation 39.8.
Alternatively, two edges can be quantified and divided
to give relative quantitative images, as in the quantifica-
tion equation 39.9. Selection of the energy windows and
choice of their width are subject to all the limitations we
discussed for background subtraction and peak integra-
tion in that same section. Because the specimen thick-
ness will often vary over the area being imaged, this
method must be applied at every pixel in the image.

FITTING WINDOWS
There are two fitting windows: d before the edge and
D after the edge. Each has constraints for good back-
ground fitting.

FIGURE 39.11. First-difference method of background subtraction,

showing two PEELS spectra from a specimen of Al Li displaced by 1 eV

and subtracted from one another to give a (first-difference) spectrum in

which the background intensity falls to a straight line of close to zero

counts and the small Li K and Al L2,3 edges are clearly revealed.

DIFFERENTIATE A SPECTRUM
The difference spectrum is a numerical method of
differentiating the spectrum. It emphasizes changes
in the spectrum.

The top-hat filter gives a second-difference spec-
trum. Difference and/or division are all carried out
digitally.
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The second method that is the commonly used
method is to simply divide the signal in the edge by the
signal in a background window just preceding the edge.
These so-called jump-ratio images are only qualitative
but give useful information, as we’ll see in Section 39.9.

The third background-subtraction approach often
used in ETEM imaging is the maximum-likelihood
method (Unser et al.), which is useful when only a few
channels are available for estimating the background
and the peak intensity.

Kothleiner and Hofer describe the various param-
eters that control your choice of the best three windows.
In general, many of the considerations for the selection
of d and D for spectral acquisition also apply during
imaging.

39.4.C Edge Integration

The edge integration procedure you use depends on how
you removed the background. If you used a power-law
approach, then remember that there is a limit over
which the edge integration window D is valid. The
value of D should be large enough to maximize the
integrated intensity, but not so large that the errors in
your background extrapolation dominate. Often the
presence of another edge limits the upper end of the
integration window. The lower end is usually defined
from the edge onset, EK, but if there is strong (well
defined) near-edge structure, such as in the B K edge
or the Ca L23 edge, then your integration window
should start at an energy above these, unless the quanti-
fication schemes can handle ELNES (see below). If you
subtracted the background using a first-difference
approach, then you determine the peak intensity by
fitting the experimental spectrum to a reference spec-
trum from a known standard using multiple least-
squares fitting. We’ll talk more about this when we
discuss deconvolution of spectra.

39.4.D The Partial Ionization Cross Section

There are several ways we can determine the partial
ionization cross section, s(bD). We either use a theoret-
ical approach or compare the experimental spectra with
known standard spectra.

Theoretical calculation: Themost common approach
is that due to Egerton (the 1979 and 1981 papers) who
produced two short computer programs to model the K

and L shell partial cross sections. The programs are
called SIGMAK and SIGMAL, respectively. They are
public-domain software, have been updated regularly,
and are stored in your EELS computer system. They are
standard parts of the Gatan software. The codes are
given in the appendices of Egerton’s book. The cross
sections are modeled by approximating the atom in
question to an isolated hydrogen atom with a charge
on the nucleus equal to the atomic number Z of the
atom, but with no outer-shell electrons.

At first sight, this so-called hydrogenic cross section is
an absurd approximation! The approach is actually tract-
able because the hydrogen-atom wave function can be
expressed analytically by Schrödinger’s wave equation,
which can be modified to account for the increased
charge on atoms above hydrogen. Because this treatment
neglects the outer-shell electrons, it is best suited to K
shell electrons. Figure 39.12 shows comparison between
the measured nitrogen-K intensity and that computed
using SIGMAK. As you can see, the SIGMAK hydro-
genic model essentially ignores the near-edge and post-
edge fine structure (which would be absent in the spec-
trum from a hydrogen atom), but still gives a reasonably
good fit to the experimental edge. Figure 39.13 compares
the Cr L edge with the SIGMAKmodel. The L shell fit is
almost as good as the K fit, although the white lines are
imperfectly modeled. These programs are very widely
used since they are simple to understand and easy and
quick to apply. An alternative approach uses empirical
parameterized equations to modify s for the effects of b
and D; Egerton gives the appropriate codes which you
can also download from URL #2.

There are more complex methods which calculate
the cross section in a more realistic way than the

METHODS FOR BACKGROUND SUBTRACTION
The three-window method: use two pre-edge win-
dows to calculate a background.
The jump ratio: calculate by dividing two signals.
Maximum-likelihood: when you only have a few
channels to use for the subtraction.

FIGURE 39.12. Comparison between an experimental N-K edge and a

hydrogenic fit to the edge obtained using the SIGMAK program. The fit

makes no attempt to model the near-edge fine structure but the total area

under the fit is still a close approximation to the area under the experi-

mental edge.
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SIGMAK/L hydrogenicmodels, e.g., using theHartree-
Slater model which is available in the Gatan software or
atomic-physics approaches which are better for the
more complex L and M (and even N) edges (see papers
by Rez and Hofer et al.). Egerton has compared experi-
mental and theoretical cross sections; the M shell data
(which are the worst case) are shown in Figure 39.14.
The data are actually plotted in terms of the oscillator
strength g (which is a measure of the response of the
atom to the incident electron). This term is the integral
of the generalized oscillator strength (GOS), which is
proportional to the differential cross section, so just
think of g as being proportional to s. There is still
relatively poor agreement between experiment and the-
ory for theM shell. Note that themodels in Figure 39.14
are all atomic rather than hydrogenic. Similar data in
Egerton’s paper show better agreement for K and L
shells. These models, while more precise, require sub-
stantially longer computing time but this is fast becom-
ing less of a problem. Given the other sources of error in
EELS analysis, you rarely need to go to such lengths to
obtain a better value of s(bD) and, unless you are well
versed in the physics of ionization cross sections, you
should probably stick with the SIGMAK/L methods,
particularly for routine quantification.

Experimental Determination: Rather than calculat-
ing s theoretically, you can generate a value experimen-
tally using known standards. This approach is of course
exactly analogous to the experimental k-factor
approach for XEDS quantification in which the cross
section is automatically included (along with the fluor-
escence yield and other factors). It is surprising at first
sight that the classic XEDS approach of using standards
has not been widely used in EELS, but the reason is
obvious when you remember the large number of vari-
ables that affect the EELS data. The standard and

unknownmust have the same thickness, the same bond-
ing characteristic, and the spectra must be gathered
under identical conditions; in particular b, D, E0, and t
must be the same. So your standard would basically be
your unknown!

Again, it is the problem of thickness measurement
that appears to be the main limitation to improving the
accuracy of analysis.

In summary, there are two approaches to the deter-
mination of s(bD): theoretical calculation and experi-
mental measurement. In contrast to XEDS, the
theoretical approaches dominate. There is good evidence
that, particularly for the lighter elements, for which
EELS is best suited, the simple and quick hydrogenic
model is usually adequate. However, for the heavier ele-
ments, where theM shell is used for analysis, the calcula-
tions are getting better although for such elements, it’s
still probably better to revert to X-ray analysis. Leapman
has given a lucid and much more detailed description of
the variousmethods of background subtraction and peak
integration necessary for quantification.

One last point worth noting is that, before carrying
out an experiment or gathering a long spectrum image
for quantification, it is worth simulating the spectra to
see if the experiment will produce useful data. We

FIGURE 39.14. Comparison of the experimental and theoretical

approaches to determination of the M4,5 ionization cross section shown

in terms of the variation in the dipole oscillator strength (f) as a function

of atomic number.

FIGURE 39.13. Comparison between an experimental Cr L2,3 edge and a

hydrogenic fit obtained using the SIGMAL program. The fit makes no

attempt to model the intense white lines, but only makes a rough estimate

of their average intensity.
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described the advantages of DTSA for similar aspects of
XEDS data in Chapter 33 and the companion text
chapter. Gatan offers the EELS Advisor software
(URL #3) to help take the uncertainty out of your
planned experiment. Like DTSA, the EELS advisor
allows you to simulate both spectra and images and
will let you know if the element you seek will be detect-
able under your planned experimental conditions. It
may tell you that the specimen is too thick or the
amount of the element is below the detection or spatial
resolution limits and that you need to change one or
more of the many experimental variables that you have
at your disposal.

39.5 MEASURING THICKNESS
FROM THE CORE-LOSS SPECTRUM

While you may think we’re now in a position where we
have all the data needed to solve the quantification
equations 39.8 and 39.9, our assumption all along has
been that the spectra were the result of single scattering
and we neglected plural scattering. In practice, there will
always be some plural-scattering contribution to the
ionization edges.

This effect is shown schematically back in Figure
39.2E. So how do we go about correcting this? We can
either make our specimens so thin that plural scattering
is negligible or we can deconvolute the spectra. The
former approach is better but sometimes unrealistic.
The latter approach is mathematically simple but, as
we’ve taken pains to point out on several occasions,
deconvolution can be misleading and create spectral
artifacts if not done properly; so we need to examine
deconvolution in more detail. First, let’s look at how we
determine t because EELS offers us a simple method for
this.

We saw back in Section 38.3.C that the plasmon-
peak intensity is ameasure of the specimen thickness but
there is also thickness information in any energy-loss
spectrum since the total amount of inelastic scatter
increases with specimen thickness. So we can write a
parallel expression to equation 38.7

t ¼ l ln
It
I0

(39:13)

where I0 is the ZLP intensity, It is the total intensity in
the low-loss spectrum out to 50 eV, including I0 (as
shown in Figure 39.15) and l is the average mean free
path for these low-energy losses. We ignore any inten-
sity above�50 eV because, even though that’s where all
the interesting ionization edges are, it is a negligible
fraction of It (as is apparent if you go back and look at
Figure 37.1). To determine l in equation 39.13, we use
a parameterization based on many experimental mea-
surements (Malis et al.)

l ¼ 106FðE0=EmÞ
lnð2bE0=EmÞ

(39:14)

where l is in nm, E0 in keV, b in mrad, F is a relativistic
correction factor, and Em is the average energy loss in
eV which, for a material of average atomic number Z, is
given by

Em ¼ 7:6Z 0:36 (39:15)

The relativistic factor (F) is given by

F ¼ 1þ E0=1022

ð1þ E0=511Þ2
(3:16)

You can easily store these equations in the TEM com-
puter or in your calculator and they give t with an
accuracy of ��20 % so long as the b is < �15 mrads
at 100 keV. In addition to this and the plasmon-peak-
intensity approach, there are othermethods (in Egerton’s
book) for determining thickness from various aspects of
the EEL spectrum, but Malis’ parameterization method
is by far the most widely used. From what you’ve
learned so far it should be obvious that if you can
determine a thickness by comparing the intensity in two

COMBINATION
The combination of a plasmon interaction and an
ionization will show up as a bump about 15–25 eV
past the onset of the edge.

Energy loss (eV)

I0

0 20 40 60

Intensity

IT

I1

FIGURE 39.15. Definition of the zero-loss counts (I0) and the total

counts (IT) required for thickness determination. IT is effectively equiva-

lent to the low-loss counts (Il) out to �50 eV, including I0.
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regions of the spectrum, we can just as easily form an
image from each of the two intensities in equation 39.13,
and thus extract a thickness image as we did for XEDS in
Figure 36.13C.

You may find that, when you measure t, Murphy’s
law is operating and the area you’re interested in is too
thick for quantitative core-loss analysis. Then you’ll
have to deconvolute the spectra to make the single-
scattering assumption valid.

39.6 DECONVOLUTION

We saw back in Figure 39.2 that the plural scattering
adds intensity to the ionization edge, mainly as a result
of combined inner (ionization) and outer-shell (plas-
mon) losses.

We can approximate the experimental ionization
edge as a true single-scattering (hydrogenic) edge con-
voluted with the plasmon, or low-loss, spectrum.

The aim of deconvolution therefore, as shown sche-
matically in Figure 39.16, is to extract the single-scatter-
ing contribution from the plural-scattering intensity in
the spectrum. We’ll describe two methods, the Fourier-
Log and the Fourier-Ratio, both developed in Egerton’s
book and available for download at URL #1. Both
methods are also incorporated in the Gatan software.
Using a small b increases the deconvolution error since
the plural-scattered electrons have a wide angular distri-
bution and so more of them are excluded as b decreases.

The Fourier-Log method removes the effects of plural
scattering from the whole spectrum. The technique
describes the spectrum in terms of the sum of individual
scattering components, i.e., the zero loss (elastic contri-
bution) plus the single-scattering spectrum plus the dou-
ble-scattering spectrum, etc. Each term is convoluted

with the instrument response function, which is a mea-
sure of how much the spectrometer degrades the gener-
ated spectrum; in the case of a PEELS, this is the point-
spread functionwe described in Section 37.5. TheFourier
transform of the whole spectrum (F) is then given by

F ¼ Fð0Þ exp FðEÞ
I0

� �
(39:17)

where F(0) is the transform of the elastic contribution,
F(E) is the single-scattering transform and I0 is the zero-
loss intensity. So to get the single-scattering transform
you take logarithms of both sides, hence, the name of
the technique.

Extracting the single-scattering spectrum would
ideally involve an inverse transformation of F(E), but
this results in too much noise in the spectrum. There are
various ways around this problem, the simplest of which
is to approximate the zero-loss peak to a delta function.
After deconvolution, you can subtract the background
in the usual way, prior to quantification.

The danger of any deconvolution is that you may
introduce artifacts into the single-scattering spectrum,
e.g., from artifacts in the original spectrum. Despite the

(A) (B) (C)

Observed edge

0 50 100

Energy loss (eV)

Low-loss
profile

Ideal edge

*

EK EK

FIGURE39.16. The experimentally observed ionization-edge intensity (A) consists of the convolution of the hydrogenic single-scattering ionization edge

intensity (B) with the low-loss plasmon intensity profile (C).

DECONVOLUTION METHODS
The Fourier-Log method: deconvolute then subtract
background.
The Fourier-Ratio technique: subtract background
then deconvolute.
Multiple least-squares fitting: when the specimen is
not uniformly thin.
All three methods are approximations.

39 .6 DECONVOLUT ION ............................................................................................................................................................................... 731



assumptions and approximations, the net result of
deconvolution is often an increase in the ionization-
edge jump ratio. This improvement is important when
you are attempting to detect small ionization edges from
trace elements, or the presence of edges in spectra from
thick specimens. An example of Fourier-Log deconvo-
lution is shown in Figure 39.17.

The Fourier-Ratio technique: This approach approx-
imates the experimental spectrum to the ideal single-
scattering spectrum F(E), convoluted with the low-loss
spectrum. We define the low-loss portion of the spec-
trum as the region up to�50 eV, including the ZLP, but
before the appearance of any ionization edges. So we
can now write

F 0 ¼ FðEÞ � FðPÞ (39:18)

where F 0 is the Fourier transform of the experimental
intensity distribution around the ionization edge and
F(P) is the Fourier transform of the low-loss (mainly
plasmon) spectrum. In this equation, therefore, the
instrument response is approximated by the low-loss
spectrum rather than the ZLP. If we rearrange equation
39.18 to give a ratio (hence the name of the technique)

FðEÞ ¼ F 0

FðPÞ (39:19)

We now obtain the single-scattering distribution by
carrying out an inverse transformation. In contrast to
the Fourier-Log technique, you must subtract the
background intensity before deconvolution. Again, to
avoid the problem of increased noise, it is necessary to
multiply equation 39.19 by the transform of the ZLP.

Figure 39.18 shows a carbonK edge after Fourier-Ratio
deconvolution.

Multiple least-squares fitting: If your specimen is not
uniformly thin, Fourier techniques won’t work. Then
you should use multiple least-squares (MLS) fitting of
convoluted standard reference spectra (Leapman 2004).
A single-scattering reference spectrum R0(E) in the
region of the edge to be quantified is convoluted with
the first plasmon-loss portion of the unknown spectrum
(P) and the resultant spectrumR1(E)=P*R0(E) is used
to generate several reference spectra (R2(E)=P*R1(E),
etc.). These reference spectra are then fitted to the
experimental spectrum using MLS routines and specific
fitting parameters are obtained. An experimental set of
Fe, Co, and Cu reference spectra is shown in Figure
39.19A and the actual fit to part of the experimental
spectrum from an intermetallic in a Cu-Be-Co alloy is
shown in Figure 39.19B.

In summary, to quantify ionization-loss spectra you
need a single-scattering spectrum, which can be
approximated if you have very thin specimens or gener-
ated by deconvolution of your experimental spectrum.
It is arguable that, given the stringency of the single
approximation, it might be wise to deconvolute all
core-loss spectra prior to quantification, but the uncer-
tain effects of the possible errors introduced by decon-
volution mean that you should do this cautiously. Often
you’ll find it useful to deconvolute the point-spread
junction from all PEELS spectra, since this sharpens
the edge onset and any ELNES intensity variations.

400 600 800 1000
Energy loss (eV)

Before

After

N K

B K

FIGURE 39.17. Spectrum from a thick crystal of BN before and after

Fourier-Log deconvolution. The jump ratio in the deconvoluted spectrum

(which is displaced vertically for clarity) is clearly increased by the

process.

Before

Diamond C K

250 300 350 400
Energy loss (eV)
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FIGURE 39.18. A carbon-K edge from a thick specimen of diamond

before and after Fourier-Ratio deconvolution. You can see how the

plural-scattering contribution to the post-edge structure is removed.

DECONVOLUTION CAUTION
Always check the validity of the deconvolution rou-
tine by applying it to spectra from a known specimen
obtained over a range of thickness.
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39.7 CORRECTION FOR CONVERGENCE
OF THE INCIDENT BEAM

If you’re working in STEM mode to get high spatial
resolution, then it is possible that the beam-convergence
angle a may introduce an error into your quantification.
When a is equal to or greater than b, convergence
effects can limit the accuracy because the experimental
angular distribution of scattered electrons will be wider
than expected (yet again, a good reason to know b).
Therefore, you have to convolute the angular distribution
of the ionization-loss electrons with the beam convergence
angle. Joy (1986b) proposed handling this through a sim-
ple equationwhich calculates the effective reduction (R) in
the partial cross section s(bD) when a > b.

R ¼
ln 1þ a2

y2E

� �
b2

� �

ln 1þ b2

y2E

� �
a2

� � (39:20)

where yE is the characteristic scattering angle. A similar
reduction factor is incorporated in the Gatan software
quantification routines. So you can see that if a is small
(particularly if it is smaller than b) then R is <<1 and
the effect of beam convergence is negligible. Generally,
with the typical range of probe-limiting apertures in a
STEM, convergence angles should not be larger than
5–10 mrads so it should always be feasible to make sure
that b is large enough. However, a note of caution is
worthwhile because, with Cs correction, it is now possi-
ble to use much larger convergence angles to increase
the probe current without degrading the probe size.

39.8 THE EFFECT OF THE SPECIMEN
ORIENTATION

In crystalline specimens, diffraction may influence the
intensity of the ionization edge. This effect may be
particularly large if your specimen is oriented close to
strong two-beam conditions and, as we saw back in
Chapter 35, this can be used to good effect in
ALCHEMI. Both X-ray emission and ionization-loss
intensity can change because of electron channeling
effects close to the Bragg condition. At the Bragg con-
dition, the degree of beam-specimen interaction
increases, compared with zone-axis illumination where
no strong scatter occurs and the energy-loss processes
behave similarly. This phenomenon (known as the Borr-
mann effect in XEDS) is not important for low-energy
edges, but intensity changes of a factor of 2 have been
reported for Al and Mg K edges (Taftø and Krivanek).
The use of large aminimizes the problem in XEDS, but
beam-convergence effects are themselves a problem in
EELS as we just described. Unless you’re an alchemist,
the easiest way to avoid orientation effects is simply to
operate under kinematical conditions and stay well
away from any bend centers or bend contours, just as
in XEDS.

39.9 EFTEM IMAGING WITH IONIZATION
EDGES

There are countless examples of EELS analyses using
ionization-loss edges in the general references that we
have given at the end of this and the other EELS chap-
ters. As we described back in Section 37.8, you have
several experimental options such as point analyses,
spectrum-line profiles, and various forms of energy-fil-
tered TEM imaging. By far the most powerful method
of analysis, as with XEDS, is to form EFTEM images.
You can either select a given edge from which to form a
single image or you can gather a spectrum image and
select the specific energy later. The former method is the
norm for in-column filters while the latter is more

(A)

(B)

FIGURE 39.19. (A) Three first-difference low-loss, M-edge reference

spectra from Fe, Co, and Cu superimposed on a low-energy portion of

an experimental (first-difference) spectrum from an intermetallic particle

in a Cu-Be-Co alloy. (B) MLS fit of the combined reference spectra to the

experimental spectrum showing the good fit that can be obtained.
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common for post-column GIFs. We’ll look at both but
refer you to the 1995 text on the subject by Reimer for
more theoretical and practical details and the review by
Hofer and Warbichler for many illustrative examples.
You can also image portions of the fine structure in the
edge as we’ll show in the next chapter, but here we will
emphasize the power of ionization-loss analysis with
reference to elemental images only. It is good to draw
comparisons with what can be achieved with elemental
imaging with XEDS, as we described back in Chapters
32–35.

39.9.A Qualitative Imaging

EFTEM images using the intensity in ionization edges
will obviously correspond to elemental maps. The sim-
plest way to get this information is to subtract a pre-edge
background image from a post-edge image; this two-
window subtraction method gives a passable qualitative
elemental distribution. Alternatively, you can just ratio
images of pre- and post-edge windows then what you get
is called a jump-ratio image (see Figure 39.20B and C)
which, again, is not quantitative and the intensity just
reflects the edge to background ratio. Obviously, both
of these qualitative methods will work best if (i) the
jump ratio is high, (ii) the edge intensity is clearly visible
above the background, and (iii) both thickness and
diffraction conditions remain reasonably constant

across the mapped region. Otherwise, the interpretation
of any intensity changes is fraught with danger and
artifacts abound. In fact, unless your specimen is very
thin (t � 0.1 l) it’s probably not worth bothering with
this qualitative approach and you may as well spend
your time forming quantitative EFTEM images.

39.9.B Quantitative Imaging

If, at each pixel, we carry out a background subtraction,
an edge integration, and multiply the resulting intensity
by the partial ionization cross section ratio, we should
get quantitative images of the distribution of specific
elements. There isn’t too much difference, in principle,
between quantifying a spectrum as we’ve just described
in equations 39.8 and 39.9 and forming an image. The
main difference is in fact in the method of background
subtraction, which we’ve also described already in
Section 39.4.B.

The most commonmethod for quantitative EFTEM
imaging involves acquiring three images from electrons
in selected energy windows: two from the background
preceding the edge and one from under the edge as we’ve
already described. This approach works equally well for
an in-column filter or for a post-column GIF; you can
either operate in TEM mode and acquire three images
or operate in STEM mode and choose whether you
select just the three energy windows or gather a full
spectrum image. The only difference is that the TEM
images can be acquired in a few seconds while the STEM
approach may require minutes or even hours and is
probably only worth doing if you are acquiring a full
spectrum image. Figure 39.20 shows ratio images and
fully quantitative images pulled out of a spectrum-
image data cube.

In both instruments, to form a specific filtered
image, you shift the energy spectrum until the desired
energy window passes through the energy-selecting slit
(see the schematic diagrams in Figures 37.13 and 37.15).
The energy shift is actually achieved by changing the
accelerating voltage of the TEM so that electrons of
different energies stay on-axis and thus in focus through
the spectrometer. The quality of your images is gov-
erned by the same factors that control the spectrum:
good jump ratios to get good signals, well-separated
peaks to ensure good background-fitting statistics, and
a good thin specimen to permit valid quantification
under single-scattering conditions. Once acquired,
your filtered images can be subject to advanced post-
specimen processing, such as pixel-clustering methods
(Cutrona et al.) or the standard methods, such as color
assignments for different elements, as shown back in
Figure 37.17D. If you’re at all uncertain about whether
the experiment will work, remember to simulate it first,
using the EELS Advisor software (URL #2).

(A) (B)

(C) (D)

FIGURE 39.20. (A) BF image of precipitates in a stainless-steel foil. The

other images were obtained from specific energy-loss electrons and illus-

trate both jump ratio and fully quantitative images. (B) Fe M jump

ratio image; (C) Cr L jump ratio image; (D) quantitative Cr map.
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EFTEM imaging will only continue to improve as all
the instrumental factors that we have already discussed
become common. We will have Cs correction, mono-
chromation, and better spectrometers with more uni-
form transmissivity achieved via higher-order
aberration correction.

39.10 SPATIAL RESOLUTION:
ATOMIC-COLUMN EELS

In contrast to the situation in XEDS, beam spreading is
not a major factor in determining the source of the
EELS signal and so the many factors that influence
beam spreading are mainly irrelevant. The spectrometer
only collects those electrons emanating from the speci-
men in a narrow cone, as shown in Figure 39.21 There-
fore, energy-loss electrons that are elastically scattered
through large angles are excluded from contributing to
your spectrum. Remember that for XEDS these same
high-angle electrons would still generate X-rays some
distance from the incident-probe position, and these
X-rays would be detected by XEDS. In the absence of
a contribution from beam spreading, the spatial resolu-
tion of ionization-loss spectrometry depends on the
mode of analysis

& The factor controlling the resolution in STEM
mode, or in a probe-forming (diffraction) mode on
a TEM, is mainly the size of the probe; because of the
strong forward-scattered signal, we can easily get

data with probe sizes < 0.2 nm and with aberration
correction we can break the Ångstrom barrier.

& When we operate in TEM mode, the spatial resolu-
tion is a function of the selecting aperture, i.e., the
spectrometer entrance aperture and its effective size
at the plane of the specimen. Lens aberrations
usually limit the spatial resolution, as we showed
back in Section 37.4.C.

In addition to the usual factors affecting the probe
size, such as the diffraction limit and lens aberrations
(go back and read Chapter 5), another factor that we
have to consider in EELS, but ignore in XEDS
(although it occurs in X-ray generation also) is the
phenomenon of delocalization.

The scale of this wave-mechanical effect is inversely
proportional to the energy loss over dimensions of a few
nm (which, of course, is very large if you’re worried
about atomic-level spatial resolution). Egerton gives
the following simplified expression for the diameter
(d50) containing 50% of the inelastic intensity

d50ð Þ2¼ 0:5l

y3=4E

 !2

þ 0:6l
b

� �2

(39:21)

where you should recognize all the terms and yet again
appreciate the importance of knowing your collection
angle. This expression gives a localization of �1 nm for
E = 50 eV and 0.4 nm for E^ 300 V (C edge K) and
might therefore appear to prevent atomic-resolution
EELS. Fortunately, delocalization does not appear to
be a factor in STEM images of single, isolated atoms
and resolution appears to be primarily determined by
the width of the probe, even for light atoms. So it
appears that the usual factors, such as probe aberra-
tions, signal to background in the EELS signal, and
damage are much more important in terms of EELS
spatial resolution. All the experimental evidence seems
to agree with the secondary role for delocalization in
that HAADF imaging of single atoms has been long
established (see Section 22.4 and the companion text);
atomic-level changes in chemistry were first demon-
strated by ionization loss in the early 1990s (Browning
et al. and Batson). The same process that confines the
electron beam to channel along the atomic columns in
HAADF imaging also means that the spectroscopic

Incident
beam

Angle-limiting
aperture

Specimen

Auger
electron
emission

β

Transmitted beam
to energy-loss
spectrometer

X-ray
emission

FIGURE 39.21. The effect of the spectrometer collection angle is to limit

the contribution to the spectrum from high-angle scattered electrons, thus

ensuring high spatial resolution. In contrast, X-rays can be detected from

the whole beam-specimen interaction volume.

DELOCALIZATION IN EELS
Delocalization is the ejection of an inner-shell elec-
tron by the passage of a high-energy electron some
distance from the atom. It’s as if the beam electron
scares the core-shell electron sufficiently to eject it
without actually laying a finger on it!
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signal is similarly localized. Because the EELS intensi-
ties are so much higher than XEDS, we are able to
extract EELS spectra which contain information from
a single atomic column, as shown in Figure 39.22). Both
the Ti andMn integrated signals in Figure 39.22C show
an approximate decrease of 50% (or higher) within an
atomic plane of the interface indicating true atomic-
level resolution.

It is possible even to detect the presence of single
atoms of high-Z elements on individual atomic columns
of lower-Z elements (see next section) and Cs correction
now makes atomic-resolution EELS almost straightfor-
ward (Varela et al.)

39.11 DETECTION LIMITS

The detection limits for ionization-loss spectrometry are
governed by the same factors as we discussed for XEDS,
so we have to optimize several factors

& The edge intensity.
& The signal to background ratio (jump ratio).
& The efficiency of signal detection.
& The time of analysis.

As is obvious in Figure 39.21, EELS has an inher-
ently higher signal collection efficiency than XEDS.
Conversely, as we’ve seen, it also has a correspondingly
poorer signal to background because of the higher
plural scattering. But, as for the best spatial resolution,
more signal wins in the end. Leapman and Hunt argued
in 1991 that, in most situations, PEELS is more sensitive
to the presence of small amounts of material than
XEDS. This has been borne out in experimental studies
over many years and the latest improvements in FEG
sources, Cs correction, and spectrometer hardware have
brought us to the point where combined imaging and
spectroscopic analysis (including fine structure and
associated electronic effects) of single atoms is achiev-
able. Figure 39.23 shows single-atom analytical sensi-
tivity with atomic-level spatial resolution. So while, in
principle, the inverse relationship between analytical
sensitivity and spatial resolution that we described for
XEDS in Figure 36.11 applies, when you’re able to
detect single atoms with atomic resolution you’ve just
about reached the fundamental limit of any analytical
technique.

Conclusion: analysis using ionization edges offers both
atomic-resolution spatial resolution and single-atom
analytical sensitivity.
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FIGURE 39.22. (A) HAADF image of a LaMnO3/SrTiO3 interface (blue

dashed line). (B) EELS linescan along the arrowed direction in (A).

Approximate positions of the Ti L2,3, O K and Mn L2,3 absorption

edges are highlighted. The ripple corresponds to atomic-plane positions

along the scan. (C) Normalized integrated intensities (40-eV window)

under the Ti L2,3 (blue) and the Mn L2,3 (red) edges. Black dotted lines

show the estimated positions of the respective MnO2 and TiO2 atomic

planes.
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FIGURE 39.23. (A) HAADF image of a La impurity atom (X) in single

atomic column in CaTiO3. (B) Spectrum line-intensity profiles showing

the white lines in the La M4,5 edge as the beam scans across the La atom

(along the red arrow). The white lines appear only when the La atom is

scanned.
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CHAPTER SUMMARY
The ionization edges can be used to give quantitative elemental analyses and quantitative
images from all the elements in the periodic table, using a simple ratio equation. Beware,
however, of the many experimental variables you have to define for your TEM, PEELS,
energy filter, and (most importantly) your very thin specimen. Compared to XEDS there
have been relatively few quantitative analyses or composition profiles measured using
EELS, but quantitative imaging is becoming much more common.

To use Egerton’s ratio equation you have to

& Subtract the background using a power law, or MLS approach. The former is easier.
The latter is better for complex spectra.

& Integrate the edge intensity. That’s usually straightforward.
& Determine the partial ionization cross sectionsK(bD). CalculatesK(bD) with SIGMAK
and SIGMAL for most K and L edges.

& For M edges use a known standard or, better still, use XEDS.
& For the lightest elements (e.g., Li) use a known standard.

The biggest limitation to quantification is that your specimens have to be much thinner
than one mean free path (typically<< 50 nm) otherwise deconvolution routines are needed,
which can introduce artifacts of their own.

Ionization-loss imaging is becoming widespread because of the increased availability of
in-column and post-column filters and is the recommended method for quantitative
analysis.

Spatial resolution andminimum detection are better than for XEDS. Combined atomic-
column resolution and single-atom detection has been demonstrated.
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SELF-ASSESSMENT QUESTIONS
Q39.1 Is it better to do ionization–loss analysis at 100 keV or 200 keV? Justify your answer.

Q39.2 Why should you not operate with too small a collection angle if attempting to do quantitative analysis?
Q39.3 Why should you not operate with too large a collection angle if attempting to do quantitative analysis?
Q39.4 What is the compromise you make when choosing a large or small collection angle?
Q39.5 What kind of energy resolution do you need for quantitative analysis. Does this resolution requirement

permit you to improve other aspects of the spectral acquisition?
Q39.6 Define the jump ratio. How can you increase this ratio for a given ionization edge?

Q39.7 Why do we not define the ionization edge energy as the peak-intensity channel of the edge?
Q39.8 What are white lines and why are they called this?
Q39.9 Define N, I, s, and d, including the appropriate units.

Q39.10 What relationship exists (if any) between the background-fitting window and the background-extra-

polation window?

Q39.11 Under what circumstances might you use a ‘goodness of fit’ criterion for the background-extrapolation

procedure?

Q39.12 Why do we use the term ‘partial ‘ to describe the ionization cross section (s) used in the Egerton

equation?

Q39.13 Why do the simplistic SIGMAK and SIGMAL models still give a reasonable approximation to fitting

the edge intensity?

Q39.14 Why isn’t there a SIGMAM model and in its absence, how do you quantify M edges?
Q39.15 Why would you deconvolute your spectrum before attempting to quantify it?
Q39.16 Why is the background subtraction procedure in EELS far more important and difficult than

in XEDS?
Q39.17 What are the units of quantification of the specimen composition obtained via the ratio method?

Q39.18 What is the greatest uncertainty in the quantification procedure?
Q39.19 Why might you need to correct the partial ionization cross section for too large a convergence angle

instead of simply decreasing the C2 aperture?
Q39.20 Why is the spatial resolution of EELS fundamentally better than that of XEDS?
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Q39.21 What is delocalization and how might it affect your EELS analysis?
Q39.22 Why do we call an ideal edge ‘hydrogenic’?
Q39.23 Why does a hydrogenic ionization edge look like a triangle?

Q39.24 Why don’t we see ionization edges from core levels much deeper than about 2 keV?

TEXT-SPECIFIC QUESTIONS
T39.1 Explain the nomenclature in Figure 39.1.
T39.2 Examine Figure 38.1 and compare with Figure 39.3. Why are both the zero loss and plasmon loss peaks

effectively Gaussian in shape when all the ionization edges have a much broader intensity distribution
extending asymmetrically over several tens of eV?

T39.3 Is the background intensity as drawn in Figure 39.2 realistic and if not, why not?

T39.4 If the energy resolution of the EELS spectrometer is on the order of a few eV at worst, why is it not
possible to discriminate ionization edges that are several tens of eV apart without resorting to
deconvolution?

T39.5 Given that TiN and TiC have equal numbers of atoms of each elemental constituent, why are the
intensities so very different in the EELS spectra in Figure 39.8? What other spectroscopic method might
you use to distinguish TiC and TiN, and why can’t this method be used in an AEM?

T39.6 Does the first difference approach (Figures 39.10 and 39.19) actually remove the background intensity?
If not, why not? How does this method compare with the top-hat filter approach used in XEDS?

T39.7 Why do we recommend using experimental standards for the best k-factor determination in XEDS but
generally prefer calculation of partial ionization cross section values for EELS quantification?

T39.8 Calculate the thickness of an Fe specimen for which the low-loss intensity is 10% of the zero-loss
intensity in a spectrum gathered with a collection angle of 100 mrads at 100 keV.

T39.9 Compare and contrast the two principal methods of deconvolution in Figures 39.17 and 39.18.

T39.10 Why can’t we simply expand the integration windows d and D in Figure 39.9 in order to increase the
goodness of fit of the background subtraction and increase the total number of counts in the edge,
respectively?

T39.11 Compare and contrast the expression for quantification of an ionization-loss spectrum (equation 39.5)
with the Cliff-Lorimer expression for quantification of a characteristic X-ray spectrum (equation 35.2).

T39.12 Justify using the gross simplifications of the hydrogenic approach to model ionization edges shown in
Figures 39.12 and 39.13.

T39.13 Look at Figure 39.6 and explain the relationship between the penetration of the electron into the
potential well and the value of the energy loss.

T39.14 List the pros and cons of deconvoluting out the plural-scattering contributions and the point-spread

function from a spectrum.
T39.15 Calculate the maximum convergence angle (a) you should use, such that the cross section for carbon K

shell ionization (100 kV, b = 20 mrad) needs no correction. State any assumptions.

T39.16 Why has the spatial resolution of EELS analysis received so little study compared to that of X-ray
analysis?

T39.17 Compare and contrast two different background-subtraction methods used for EFTEM with two

different methods used for spectroscopy.
T39.18 Compare and contrast the experimental factors that limit spatial resolution in XEDS and EELS.
T39.19 Compare and contrast the experimental factors that limit analytical detection limits in XEDS and EELS.
T39.20 How do you know if your specimen is too thick for EELS analysis and how do youminimize the problem

(apart from making a thinner specimen)?
T39.21 Why is EELS so much more efficient at collecting electrons compared to XEDS collecting X-rays, as

summarized in Figures 39.4 and 39.5, given that the actual collection angles are about the same?

T39.22 Why is the BK edge somuchmore intense than theNK edge in Figure 39.3 when the atomic ratio of B:N
in boring nitride is 1:1?

T39.23 What is a typical collection angle for X-rays in an XEDS spectrometer and how does it compare with the

collection angle for electrons in an EELS?
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40
Fine Structure and Finer Details

CHAPTER PREVIEW

In the previous chapter, we described elemental analysis using ionization edges, but there is
much more than just elemental information in the ionization edges and this distinguishes
EELS from XEDS. There are detailed intensity variations in the core-loss spectra called
energy-loss near-edge structure (ELNES) and extended energy-loss fine structure
(EXELFS). From this fine structure, which we can resolve because of the high-energy
resolution inherent in EELS, we can obtain data on how the ionized atom is bonded, the
coordination of that specific atom, and its density of states. As always, we can use any
intensity changes to create filtered images which show the distribution of, e.g., regions of
different bonding states. Furthermore, we can probe the distribution of other atoms around
the ionized atom (i.e., determine the radial-distribution function (RDF) which is very useful
for the study of amorphous materials) and we can study momentum-resolved EELS,
observe the anisotropy of chemical bonds, combine EELS with tomography, inter alia.
Understanding these phenomena often requires that we use certain concepts from atomic
and quantum physics. The non-physicist can skip some sections at this time and just
concentrate on the results. The rewards of working through this topic will be an apprecia-
tion of some of the more powerful aspects of EELS.

This fine structure is all the more useful because we now have the ability to simulate the
spectra using atomic-structure calculations, which help us understand the details in the
spectra. A full appreciation of the calculations is beyond the scope of the book but this is a
growing field that will only assume more significance.

As a wrap-up to EELS and the book as a whole, we’ll finish by saying a few words on
some of the more esoteric aspects of TEM, such as angular-resolved spectrometry, radial-
distribution-function determination, Compton scattering, core-level shifts, and tomo-
graphic EELS that are not yet in the mainstream but, with continuing advances in instru-
mentation and computation, will surely grow in importance.

40.1 WHY DOES FINE STRUCTURE
OCCUR?

We saw in Section 39.1 that the ionization edges have
intensity variations superimposed on the ideal hydro-
genic sawtooth shape. The stronger oscillations occur
within about 30–50 eV of the onset of the edge (ELNES)
and the weaker ones extend out for several hundred eV
as the edge intensity diminishes (EXELFS). This fine
structure contains a wealth of useful information, but to

understand its origins you have to use some ideas from
quantum physics.

One way we can look at this process is to switch from
a particle to a wave model of the electron, as we’ve done
before, e.g., when we talked about diffraction in Part 2.
Then we can imagine that any excess energy (>Ec) that
the ejected electron possesses is a wave emanating from
the ionized atom. Now, if this wave has only a few eV of
excess energy, it undergoes plural, elastic scattering
from the surrounding atoms, as shown schematically

WHY LOOK AT FINE STRUCTURE ?
If high spatial resolution is important, you can’t obtain this additional information by
any other spectroscopic technique.

40 .1 WHY DOES FINE STRUCTURE OCCUR? ........................................................................................................................................ 741



in Figure 40.1A, and this scattering is responsible for the
ELNES, as we’ll show. If the wave has even more excess
energy, then, because of the smaller interaction cross
section for higher-energy electrons (as we’ve already
seen many times) it is less likely to be scattered by the
surrounding atoms. In fact, we can approximate the
cause of the ELNES to a single-scattering event, as
shown in Figure 40.1B. Thus, EXELFS and ELNES
can be viewed as a continuum of electron-scattering
phenomena, with the arbitrary distinction that ELNES
is confined to a few tens of eV past the edge onset while
EXELFS extends for several hundred eV past the edge
onset. There are other ways to explain fine structure and
we’ll mention some of these later when we talk about
modeling the phenomena.

You should know that similar fine-structure effects
can occur in X-ray spectra, but are usually not resolva-
ble in the TEM because of the poor resolution of the
semiconductor XEDS detector. However, we did note
that experimental high-resolution X-ray detectors can
resolve bonding effects in terms of shifts in X-ray peaks
(see Figure 32.9C). In fact, there is a whole field of X-ray
spectrometry that is used for studying atomic bonding
(X-ray absorption near-edge structure or XANES) and
atom positions and structure (extendedX-ray absorption

fine structure orEXAFS). These techniques are analogous
to ELNES and EXELFS, but require a synchrotron
to generate sufficient signal. This is one of the few
examples where TEM is the cheaper characterization
technique.

Most of this chapter deals with the experimental
measurement and basic theoretical simulation of
ELNES and EXELFS; the information we give is aug-
mented in the companion text. While ELNES arises
from plural scattering and is thus a more complex pro-
cess than EXELFS, it is much more widely used,
because it gives a more intense signal and the informa-
tion it reveals has been used to study a very wide range
of materials. So we’ll discuss ELNES first.

40.2 ELNES PHYSICS

40.2.A Principles

As you know well, when an atom is ionized, it is raised
from its ground state to an excited state leaving a hole in
an inner shell. The core electron must receive enough
energy from the beam electron to be ejected from its
shell, but it may not receive enough to escape to the
vacuum level. So it is still not completely free of the
Coulomb attraction to the nucleus. In such circum-
stances, the final state of the core electron will be in
one of a range of possible energy levels above the
Fermi energy (EF). You may recall that the Fermi level
(or the Fermi surface in three dimensions) is the bound-
ary between the filled states and the unfilled states in the
weakly bound conduction/valence bands (although,
strictly speaking, this statement is only true when
T ¼ 0 K). In a metal, there is no separate valence band
and EF sits somewhere in the conduction band, as shown
schematically in the classic energy level diagram of an
atom in Figure 40.2. In an insulator or a semiconductor,
EF is between the valence band (in which all the states
are filled) and the conduction band (which has no filled
states). The possible energy values that can be imparted
to the ejected electron are controlled by the energy
distribution of these unfilled states and, therefore, the
energy lost by the incident electron similarly reflects this
distribution of the unfilled states. One philosophical
point of quantum uncertainty is that these states
don’t exist until an electron appears in them, but we’ll
conveniently ignore this.

So, the excited electron can reside in any of the
unfilled states, but what’s crucial here is that there is
not an equal probability of the electron ending up in
each possible unfilled state. Some empty states are more
likely to be filled than others because there are more
states within certain energy ranges than in others. This
uneven distribution of empty energy levels is termed the
density of (unfilled) states (DOS) and this is also shown

ELNES AND EXELFS I
Both arise because the ionization process can impart
more than the critical ionization energy (Ec) needed
by the core electron to be ejected from its inner shell.

Energy-Loss Near-Edge Structure
EXtended Energy-Loss Fine Structure

(A) (B)

FIGURE 40.1. Schematic diagram showing the source of (A) ELNES

and (B) EXELFS. The excess energy retained by the electron escaping

above the Fermi level creates a wave radiating from the ionized atom and

is scattered by surrounding atoms. The low-energy ELNES arises from

plural scatter and is affected by the bonding between the atoms. The

higher-energy EXELFS approximates to single scatter and is affected by

the local atomic arrangement.
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in Figure 40.2. Because of the greater probability of
electrons filling certain unoccupied states above EF,
the ELNES intensity is greater at the energy losses
corresponding to these high DOS regions above the
Fermi energy (which can be thought of as equivalent
to the critical ionization energy EC), as shown in
Figure 40.3.

The importance of ELNES is that the DOS is ex-
tremely sensitive to changes in the bonding or the
valence state of the atom. For example, if you look
ahead to Figure 40.5, the carbon K ELNES is different
for graphite, diamond, and buckyballs and the Cu L
ELNES changes when Cu is oxidized to CuO. On an
even more detailed level, we can even deduce the coor-
dination of the ionized atom from the shape of the
ELNES.

Empty states

Filled states

Conduction/
valence
band

Core
states

Distance  N(E), number of states with energy E

E(V)E(V)

M

L

K K

L2,3

L1

M

EF

Density of states

EF

EV EV

FIGURE 40.2. Relationship between the classic energy diagram of a metal atom (left) and the density of filled (shaded) and empty (unshaded) states in

the conduction/valence band (right). The DOS is approximately a quadratic function on which small variations are superimposed. Ionization results in

electrons being ejected from the core states into empty states above the Fermi level EF.

ELNES
This variation in intensity, extending several tens of
eV above the ionization edge onset, EC, is the
ELNES, and it effectively mirrors the unfilled DOS
above EF.

I

ΔE

EF

Filled states

Empty states

E

Density of states

Near edge fine structure

Extended
fine structure

N(E)

FIGURE 40.3. Relationship between the empty DOS and the ELNES

intensity in the ionization edge fine structure. Note the equivalence

between the Fermi energy EF and the ionization edge onset EC. Electrons

ejected from the inner shells reside preferentially in regions of the DOS

that have the greatest density of unfilled states. The filled states below EF

are drawn as a quadratic function, but this is an approximation.
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We discuss this fingerprinting approach in Section
40.2.D below and you can check it in the EELS Atlas or
at URL #1. Remember, we did exactly the same type of
fingerprinting of different phases with the low-loss spec-
tra in Section 38.3.A.

40.2.B White Lines

Perhaps the most startling example of ELNES is the
presence of the white lines, which we first saw inChapter
39; these lines are intense sharp peaks on certain ioniza-
tion edges. These sharp peaks arise because in certain
elements the core electrons are excited into well-defined
empty states, not a broad continuum, as in Figure 40.3.
The L2,3 edges of the transitionmetals and theM4,5 edges
of the rare-earth elements show such lines. The white
lines in the Fe L edge are the L3 and L2 edges, respec-
tively, as shown in Figure 40.4, and these specific lines
arise because the d shell has unfilled states. (We’ll explain
what happened to L1 later.) To explain these lines we
need a little more quantum physics, which you can skip if
youwish and go to the last paragraph of this section.You
should also be aware that there is disagreement as to
whether white lines are truly fine structure or strictly
ionization edge (atomic) intensity; but we’ll leave this
somewhat arcane discussion to those who know better
(another cause of fracas in bars at M&M meetings).

40.2.C Quantum Aspects

First, remember that the various electron energy levels,
K, L, M, etc., correspond to principal quantum num-
bers (n) equal to 1, 2, 3, etc. Within those energy levels,
the electrons may have s, p, d, or f states, for which the
angular-momentum quantum number (l) equals 0, 1, 2,
3, respectively. The notation s, p, d, f comes from the
original description of the atomic-spectral lines arising
from these electron states, namely, sharp, principal, dif-
fuse, and fine, although these terms have no counterpart
in the EELS spectra we obtain.

As we noted in Section 39.1, the nomenclature L2,3

arises from the fact that the L shell, from which the
electron was ejected, has different energy levels. Such
separation of the energies of the core states is called spin-
orbit splitting.

Because the L electrons in levels 2 and 3 are in the p
state, quantum theory demands that the sum (j) of their
spin quantum number (s) and angular-momentum
quantum numbers (l) is governed by the Pauli exclusion
principle such that j (¼ s+l) can only be equal to 1/2, 3/2,
5/2, etc. The spin quantum number, s (not to be
confused with the s state), can only equal �1/2. Taking
all this into account, along with other quantum-number
restrictions, it turns out that in the higher energy (i.e.,
more tightly bound) L2 shell, we can have two p electrons
with j ¼ �1/2 while in the L3 shell, we can have four p
electrons with j ¼ �1/2, �3/2. Therefore, we might
expect twice as many electrons to be excited from the
L3 shell as from the L2 shell giving an L3/L2 intensity
ratio (above the edge intensity, not above background)
of 2. While this rule is approximately obeyed in the Fe
spectrum shown in Figure 40.4, in practice, the ratio is
seen to increase along the transition metal series from
0.8 for Ti to 3 for Ni, as is also seen in the spectral
sequence in Figure 40.4.

Now these p-state electrons in the L shell cannot be
excited to just any unoccupied state.

So for the p state (l ¼ 1) the only permitted final
states are either an s state (l ¼ 0) or a d state (l ¼ 2).
Consequently, the core electrons are ejected primarily
into the unoccupied d states in the conduction band,
since there are few available s states there.

It is because of the dipole-selection rule that we don’t
see a strong L1 edge in the spectrum. The L1 edge sits
closer to the nucleus than the L2 and L3 edges and its
electrons are in the s state (l¼ 0) so they can only be
excited to a p state (l¼ 1), but not to a d state (l¼ 2), or
to another s state. Since there are few unfilled p states in

DOS AND FERMI SURFACES
Even if you don’t understand the intricacies of the
DOS and Fermi surfaces, you can still deduce bond-
ing information by comparing your experimental
ELNES with that from standard specimens of
known valence state or coordination.
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Counts

Energy loss (eV)

Sc

Ti
V

Cr

Mn
Fe

Co

Ni

Cu

Zn

FIGURE40.4. Spectra from the transitionmetals show a variation in the

L3 and L2 white-line intensity ratios reflecting the variation in the number

of core L-shell electrons ejected into unfilled d states. Note that Cu and

Zn show no white lines because their d shells are full. The L3 and L2 white

lines in the Fe L edge are the only ones that show the expected L3:L2

of �2:1.

DIPOLE-SELECTION RULE
The change Dl in the angular momentum quantum
number between the initial and final states must
equal �1.
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the conduction band of transition metals and they are
muchmore spread out in energy than the d states, the L1

intensity is very low and the peak is broad and may even
be invisible in the L2,3 post-edge structure.

The energy width of the white lines is also affected
by the time it takes for the ionized state to decay. One
form of Heisenberg’s uncertainty principle states that
DEDt ¼ h/4p, so a rapid decay gives a wide peak. For
example, the Fe L2 ionization can be rapidly compen-
sated by an electron from the L3 shell filling the hole and
ejecting an Auger electron from the d shell. (This is
called a Coster-Kronig transition.) A conduction band
electron could also fill the L2 core hole but the L3 core
hole can only be filled from the conduction band. There-
fore, because there are two possible ways to fill the L2

core hole, the L2 line has a shorterDt and a largerE than
the L3 line, which is much sharper.

In elements that don’t have strong white lines, the
ELNES is still present but appears just as weaker oscil-
lations in intensity, which still reflect the DOS, and
which, like the white lines, we can calculate and predict
(much more of this later) (e.g., look at the pure-Cu
ELNES in Figure 40.5C compared with the Fe
ELNES in Figure 40.4).

40.3 APPLICATIONS OF ELNES

So let’s see how all of this physics can be useful. (Is this
an oxymoron?) The ELNES has been found to be
dependent on details of the local atomic environment,
such as coordination, valence state, and the type of
bonding. Measurement of the fine structure, under-
standing how it is related to the electronic structure
and ultimately to materials properties, can answer
some hitherto-unsolved problems, particularly those
where changes in bonding occur over small distances
in your specimen. If you look at Figure 40.5, you’ll see
the carbon K edges for graphite and diamond. The
carbon atom has hybridized s and p orbitals (termed s
and p in molecular-orbital theory). Graphite contains
sp2 bonds in the basal plane with Van der Waals bond-
ing between the planes. In contrast, the diamond struc-
ture has four directional, hybridized, sp3 covalent
bonds and the atoms are tetrahedrally coordinated
rather than arranged in graphitic sheets. The strong
peak K edge at 284 eV identifies the empty p* states
into which theK shell electrons are transferred in graph-
ite, while the diamond K edge has no p* peak but shows
a strong s* peak at about 290 eV. This kind of informa-
tion is also extremely useful in the study of thin diamond
and diamond-like carbon films, which are of great
interest to both semiconductor manufacturers and the
coatings industry (sunglasses in particular). Carbon
films can be made with a continuous range of graphitic
and diamond-like character and it is possible to deduce
the relative fraction of sp3 (diamond) and sp2 (graphite)
bonding from the K edge ELNES (Bruley et al.). In
today’s world of carbon nanotubes, buckyballs, and
graphene, all these newer forms of carbon can easily be

(A)

(B)
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CuO
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FIGURE40.5. (A)Differences between the ELNES of the carbon-K edge

from various forms of carbon. (B) Change in the Cu L2,3 edge ELNES as

Cu metal is oxidized and the filled d states lose electrons, thus permitting

the appearance of white lines.
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distinguished by their ELNES. For example, carbon K-
edge spectra from C60 (Buckminsterfullerene of Bucky-
balls) are also shown in Figure 40.5 in the standard and
shock-compressed form. Another useful example is
given in Figure 40.5B, where the changes in the Cu
L2,3 edge with oxidation are shown. This is a classic
example. Since Cu metal has all its 3d states filled,
there are no white lines in spectra from the metal.
Upon oxidation, some 3d electrons are transferred to
the oxygen, leaving unfilled states, and the white lines
appear in the oxide spectrum.Note also that the onset of
the oxide edge is different from that of the metal,
because this electron transfer changes the value of EC.

ELNES changes often occur at interfaces where the
bonding changes locally over less than 1 nm. In Figure 40.6
the Si-K edge ELNES is seen to change across a
Si-SiO2 interface because the Si bonding changes. In
this example, you can see the extraordinary power of
an FEG STEM to provide simultaneous atomic-level
images and spectra localized to individual atomic col-
umns (even though this work (from Batson) is now
more than 15 years old). The combination of Z-contrast
imaging (see Section 22.4) and PEELS is arguably the
most powerful analytical technique for atomic charac-
terization, as we showed in Figures 39.22 and 39.23.

Bonding may also be changed by local segregation
and one of themore powerful examples of ELNES is the
detection of bonding changes associated with elemental
segregation to interfaces, which can cause extraordinary
changes in the mechanical properties of metals and
alloys. For example, Ni3Al has great potential as a
high-temperature intermetallic, but is limited by its
inherent brittle behavior resulting in intergranular frac-
ture. It has been known for many years that this brittle
behavior can be countered by the addition of a fraction
of a percent of B which is known to segregate to the
boundaries. Why this segregation results in a major
ductility improvement was unknown until it was
shown that, at B-containing boundaries, the Ni L2,3

edge exhibits slight ELNES changes consistent with
the more metallic-like bonding of pure Ni (see Muller
et al.). In a complementary study, Keast et al. measured
Bi segregation to Cu grain boundaries, and observed
ELNES changes in the Cu L2,3 edge, consistent with
the Cu atoms in the boundary taking on a less-metallic
bonding state (see Figure 40.7). This ELNES change,
which is equivalent to the transfer of less than 0.3 elec-
trons (whatever that means) from each Cu atom at the
boundary to an adjacent Bi atom, may account for the
brittle behavior of Cu doped with as little as 20 ppm Bi;
an extraordinary change in mechanical behavior, noted
first in 1874. Understanding the role of slight electronic
bonding effects in such macroscopic behavior as brittle
behavior may help to transform the power-generation
industry for example, which spends billions of dollars
removing impurity elements that cause catastrophic fail-
ure of pressure vessels if left to segregate to grain
boundaries.

Such studies of ELNES are probably the most widely
used aspects of EELS and the literature abounds with
ELNES studies of valency determination and atomic
coordination. Some examples include bonding changes
at oxide interfaces on Si (Botton et al.) and probing the
structure of potential next-generation Hf-based gate
oxides in Si semiconductors (McComb et al.). Reviews
of the potential and practical applications of ELNES
have been given by Keast et al. and Brydson et al.

40.4 ELNES FINGERPRINTING

Although the ELNES is directly related to the details of
the electronic structure, interpretation of particular fea-
tures in an experimental spectrum is not always

FIGURE 40.6. The change in the ELNES of the Si L edge across an

interface between crystalline Si and amorphous SiO2. Local electronic

changes at the atomic level are easily discerned.

THE CHEMICAL SHIFT
This difference in edge-onset energies is called a chem-
ical shift and also helps to fingerprint the specimen.
(More on this in Section 40.6.)
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straightforward and you may not have the capability to
carry out the atomic-structure calculations that we’ll
describe below. If this is the case, don’t despair because
you can still use a fingerprinting approach without fully
knowing the details of the electronic structure. The idea
behind such fingerprinting, as we’ve seen for the low-
loss spectra, is that the general form of the ELNES is
predominantly sensitive to the nearest-neighbor coordi-
nation and so it changes with changes in the structure.
An example is provided by the Al-L2,3 ELNES and Al-K
ELNES of aluminum-oxygen materials which are sensi-
tive to the local coordination of Al (i.e., whether octahe-
dral or tetrahedral). Likewise, Figure 40.8 shows the
experimental Mn-L2,3 ELNES for different minerals in
which the valence state of theMn varies from 2+ to 4+.
Again, we use the word fingerprint to emphasize that it is
not necessary to understand the details of the DOS of
complex materials in order to be able to interpret the
ELNES spectra. Direct comparison with spectra from
known standards is often all that is required for probable
identification of the bonding state of a specific atom in
your specimen. But because the matches are rarely per-
fect (given all the experimental and specimen variables
that may affect the detailed intensity in the fine structure)
go back and read our caution about low-loss

fingerprinting in Section 38.3.A and apply it to your
ELNES fingerprinting. Note that you don’t need the
very best energy resolution to carry out fingerprinting:
the data in Figure 40.8 were takenmany years ago from a
standard PEELS system and, for many cases, a LaB6

source is fine.
A theoretical calculation of the unoccupiedDOSwill

always be useful in understanding or predicting features
in the ELNES. In the next section, we’ll show some
examples where modeling the ELNES has helped our
interpretation.

40.5 ELNES CALCULATIONS

Many attempts have been made to compare the experi-
mental ELNES with calculations of the DOS in simple
materials, such as metals and oxides. Great strides have
beenmade in the last few years, mainly in improvements
in models of the atomic potentials and in the computing
power needed to pursue the calculations. This aspect is
transforming the study of ELNES from an esoteric field
to one with broad applications in materials science. This
topic is also addressed in substantial depth in the com-
panion text.

(A) (B)

FIGURE40.7. Change in ELNES due to impurity segregation. (A) Cu L2,3 ELNES in pure Cu. (B) Slight Cu L2,3 ELNES change between the bulk (grain

interior) and a grain boundary to which Bi is segregated. The effect is magnified 5� in the difference plot. The two SE images show the extraordinary

change in fracture behavior of ductile, pure Cu and brittle, Bi-doped Cu.
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40.5.A The Potential Choice

Calculating the electronic structure in solids involves
solving the Schrödinger equation for each electron in
the potential of the solid, including the Coulomb poten-
tial of both the nuclei and all the other electrons. (Now
might be a good time to move on to the next section if
you haven’t recognized too many words in the previous
sentence!) We also have to include terms due to the fact
that the electrons are affected by the presence of other
electrons and their behavior is correlated (i.e., they
aren’t isolated particles). Given the large number of
electrons involved in any calculation, we often use an
approach called density-functional theory (DFT) (if
you’re into physics and want to go to the next level (or
two) then you need to read Finnis’ (2003) book on
atomic-modeling which includes DFT). Out of DFT
comes a simplifying assumption, which we call the
local-density approximation (LDA). Within the LDA
method, we choose one of three different approaches to
perform our calculations, which basically come down to
a choice of atomic potential

& We can calculate the band structure directly in
reciprocal space. This is usually described as the
band-theory approach and the electron states
are formed in a repeating crystal lattice. If this
reminds you of Bloch states, back in Chapter 14,
you’re right.

& We can describe the electron states in terms of molec-
ular orbitals (MO).

& We can calculate the effect of multiple scattering
(MS) of the electron wave in real space based on
the model shown in Figure 40.1A.

A range of band-structure methods are used and
they go by rather strange names, such as augmented
plane wave (APW), full-potential linearized APW
(FLAPW) (URL #2), augmented spherical wave
(ASW) (URL #3), CASTEP (URL #4), Layer
Korringa-Kohn-Rostoker (LKKR), pseudopotentials,
and other methods. The URLs will lead you to the
sites for the various public-domain or commercial ver-
sions of the software. The best name by far is themuffin-
tin (MT) potential (URL #5), which is spherically
symmetric at the atomic positions and flat between
them. (Apparently, to some physicists, this shape looks
like a cross section of a tin used to bake muffins.)
This model modifies the classic energy diagram, as
shown in Figure 40.9. The MT form is useful because
it generates wave functions that we can break down into
the various angular-momentum components (which
describe the partial DOS which is reflected in the
ELNES). However, most MT approaches assume the
crystal lattice is infinite and you need Bloch’s theorem
for the wave-function calculations which give the DOS.
You’ll probably find these techniques computationally
challenging and not very flexible. But with the advent of
easily available, high-performance, parallel computing,
we are no longer so constrained (see the next section).
For example, only recently haveMO theorists been able
model large unit cells, planar interfaces, and those (now-
ubiquitous) amorphous materials.

MO theory is just an extension of using molecular
orbitals to describe solids. (Not surprisingly, this
approach is often used by chemists!) To use this
approach, we have to divide our specimen into separate
molecular units. If we calculate the MOs for each unit,

FIGURE 40.8. Comparison ofMn L2,3 ELNES from a range of minerals

in which the Mn coordination and hence valence state changes. The L2

and L3 white lines broaden as the oxidation state increases from+2 to+4

and in some cases the L3 peak splits into two peaks. Understanding why

such changes happen from an electronic standpoint is not necessary for

identifying the different minerals or valence states.

THE TERMINOLOGY

Pseudopotential
MT: Muffin-tin potential
DOS: density of states
DFT: density functional theory
LDA: local density approximation
APW: the augmented plane wave
FLAPW: the full-potential linearized APW
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we can then interpret the ELNES spectra in terms of
core-shell electrons being ejected into unoccupied MOs.
These unoccupied MOs arise because the excited-atom
orbitals interact (i.e., bond) with nearest-neighbor
atoms. (This is the p/p* and s/s* bonding/antibonding
orbital notation that we used to describe the C-K shell
ELNES back in Figure 40.5A). We can extend this idea
and imagine the various MOs as simply linear combina-
tions of atomic orbitals (which is then called the LCAO
approach). LCAO works well if the orbitals are occu-
pied but, for unoccupied orbitals, we have to use the
self-consistent field (SCF) method, which basically
assumes that the atoms are organized in a localized
molecular cluster which then uses a version of the MS
method which we’ll now describe.

MS (not Word!) calculations are based on the inter-
pretation of the ELNES as scattering of the electron
wave that emerges from the ionized atom by atomic
shells around that excited atom (which we started with
back in Figure 40.1). Still themost elegantMSmethod is
that due to Durham et al. The Durham method first
divides the cluster of atoms into shells, each approxi-
mately equidistant from the ionized atom. We then
solve the scattering within each atomic shell in turn.
Finally, we consider scattering between different atomic
shells. Since we have to calculate all possible scattering
paths it’s much easier in crystals because we can use
their symmetry to facilitate our calculations. A self-
consistent version of the MS method called FEFF
(now in version 8) is commercially available (URL #6)
and highly recommended. You can extend this shell-by-
shell MS approach to model much more complex amor-
phous systems, incommensurate structures, and non-
periodic atomic arrangements at planar interfaces and
defects. You’ll find that the MS calculations predict
modulations in the near-edge intensity, which corre-
spond directly to the DOS of the ionized atom. So you
should be aware that these calculations are only an
interpretation of what actually happens to the electron
after it emerges above the Fermi level. Also, many

calculations of ELNES only show reasonable agree-
ment with experiment when the effect of the core hole
is included, so we now need to explain this terminology.

Figure 40.10 gives a comparison of the experimental
C-K edge ELNES from TiC with the results of calcula-
tions using several different potentials, none of which
reproduce the experimental spectrum precisely but all of
which capture some aspects of the general shape.

40.5.B Core Holes and Excitons

Having chosen an atomic potential, we actually deter-
mine the ELNES (using the MS approach) by calculat-
ing all possible inter- and intra-shell scattering events
suffered by the electron after it emerges above the Fermi
level. One of the problems that confuses this issue is that
the ionization event results in a hole in the core shell
which, of course, changes the atomic potential.

A bit more physics: The ionization process occurs in
the time taken for the beam electron to traverse the diam-
eter of the particular inner shell. We know that a 200-keV
electron has a velocity, v¼ 2.7� 108ms�1, and theK-shell
of oxygen, for example, has a diameter of�0.01 nm, so the
ionization process occurs over �10�19�10�20 s. By
comparison, the atom stays in its excited state (which is a

(B)(A)
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FIGURE 40.9. The muffin-tin potential energy diagram for (A) a metal

and (B) an oxide. Note the symmetry of the potential wells for the metal

and the asymmetry for the oxide.

FIGURE 40.10. Comparison of the experimental C K-ELNES from TiC

(Expt.) with the results of theoretical modeling calculations using both a

band-structure code (FLAPW), and two different MS codes (FEFF8 and

ICXANES).
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combination of the lifetimes of the excited electron and the
lifetime of the hole in the inner-shell) for much longer,
because the hole decays in �10–14–10–15 s. Because the
lifetime of a hole is 105 � longer than the excitation
process, the outermost electron states, including the final
state of the excitation process, will experience an attractive
potential because of the core hole, which behaves like an
extra nuclear charge on the atom. So, in fact, all we do to
compensate for this is assume that the ionized atom now
has a nuclear charge of Z+1, rather than Z, because the
missing electron lowers the shielding affect of the core
electrons. This extra positive charge may be shielded by
other electrons (e.g., weakly bound valence electrons)
which will move in response to the existence of the hole
and reduce its effect. Despite this screening (go back and
check Section 3.5 to remind yourself what this term
means), the core-hole potential will tend to attract the
outer electron states more strongly. So the available final
states for the ejected electron, in the presence of the long-
lived hole, will tend to bemore sensitive to the short-range
environment of the excited atom and, of course, this will
be reflected in the ELNES.

40.5.C Comparison of ELNES Calculations
and Experiments

The 1982 seminal paper in the field of ELNES experi-
ments on transition metals and oxides is by Leapman et
al. For further examples, you should read the review
articles which we mentioned at the end of Section 40.3.
We’ll just show a couple of examples here but the litera-
ture contains many. The difference due to different
coordinations is obvious. The sharp peak at the Al L
edge onset is thought to be an exciton. This effect is not
well modeled by the theory, which otherwise makes a
good match with the experimental data.

The electron energy-loss near-edge structure
(ELNES) at the O K edge has been studied in yttria-
stabilized zirconia (YSZ) (Ostanin et al.). The electronic
structure of YSZ for compositions between 3 and
15 mol.% Y2O3 has been computed using a pseudopo-
tential-based technique to calculate the local relaxations
near the O vacancies. The results showed phase transi-
tion from the tetragonal to cubic YSZ at 10 mol.% of
Y2O3, reproducing experimental observations. Using
the relaxed defect geometry, calculation of the ELNES
was carried out using the full-potential linear muffin-tin

orbital method. The results show very good agreement
with the experimental O K-edge signal, demonstrating
the power of using ELNES to probe the stabilization
mechanism in doped metal oxides.

If an atom exists in two different environments in a
structure, then we can make the approximation that the
ELNES is simply a linear superposition of the contribu-
tions from the two environments and experiments tend
to support this simple approach.

It’s perhaps best to conclude with the conclusion of
Duscher et al.

‘‘We have reached a level of agreement between
theory and experiment not achieved previously
in such a range of different materials by including
a localized core-hole effect. There was no signifi-
cant difference between both the methods used,
a core hole in an all-electron method and the
Z+1 approximation. This approach is sufficiently
robust to proceed to interface structures.’’

In other words, theoretical calculations are a well-
established and useful field of ELNES research and this
is explored much further in the companion text. One last
and obvious point to note is that, because the ELNES
signals are often quite strong, it is straightforward to map
out different portions of the ELNES, thus imaging, in
effect, changes in the DOS and localized variations
in atomic bonding, with the usual high resolution expected
of EFTEM images. An example is shown in Figure 40.11.

40.6 CHEMICAL SHIFTS IN THE EDGE
ONSET

We can think of the atoms in our specimen as having
different charges with respect to one another (which we
otherwise call electronegativity). So any changes in the
charge in different systems will lead to changes in the
binding energies of the various (occupied and unoccu-
pied) electron states and it’s reasonable to ask if we
could detect this binding-energy change in EELS. We
already know that (for a hypothetical, single, isolated,
hydrogen atom) the ionization-edge threshold energy is
effectively the critical ionization energy, EC. However,
in a real material, the experimental-edge onset corre-
sponds to the difference in energy between the initial
state and the lowest unoccupied final state in the pres-
ence of the core-hole.More often than not, it is extremely
difficult to determine accurately the threshold energy,
which often lies above the experimental-edge onset.
Changes in the effective charge on the atom affect the
energies of both the initial and final states. Unlike
the deep-lying core orbitals, the outer orbitals are easily
influenced by factors, such as bonding. If we consider
changing from a metal to an insulator, the presence of a
band gap in the insulator will result in a shift of the edge

REAL MATERIALS
In ceramics and semiconductors, the ionized electron
remains localized to the ionized atom. It may interact
with the hole creating an electron-core hole bound
state termed an exciton. Creation of an exciton may
influence the ELNES; this remains a matter of some
debate.
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onset to higher energy loss. For example, the Al-L23

edge shifts from 73 eV in the metal to 77 eV in Al2O3,
and we saw similar behavior for the Cu/CuO spectra in
Figure 40.5B. Another example is provided by the C-K
edges in Figure 40.5A, in which shifts in the p* peak
position are easier to see than changes in the rather ill-
defined edge onsets.

Similar edge-onset shifts are well known in XPS and
are called chemical shifts. They are reasonablywell under-
stood and we can often predict them theoretically. How-
ever, the electron-excitation process in EELS is more
complicated than X-ray induced ionization (detected in
XPS), particularly the unavoidable presence of the core
hole and the variable extent to which it is screened by the
remaining electrons. Consequently, in comparison with
X-rays, little systematic work on EELS chemical shifts
has been done, apart from fingerprinting experimental

spectra and comparing them with reference materials.
While we can correlate the edge-onset energies with such
variables as oxidation states, atomic charge, and coordi-
nation, there is room for considerable improvement in
calculation of the true edge-onset energies. It’s worth
noting that the possibility of a chemical shift in the edge
may make it difficult to interpret ELNES intensity
changes detected by difference techniques (such as the
example shown back in Figure 40.7B). However, careful
experimentation should minimize this danger.

40.7 EXELFS

If, after an atom is ionized, the ejected electron does not
fill an empty state but escapes outside the atom, then it
acts like a free electron (typically with energy >50 eV).
We can interpret this excess energy as an electron wave,
which can be diffracted by the atoms in the structure
around the original ionization site. Because the electron
has higher energy than those which gave rise tomultiple-
scattering ELNES, the diffraction is assumed to be a
single-scattering event, as shown back in Figure 40.1B,
and this diffraction causes oscillations on the otherwise
smooth DOS. We call these oscillations extended
energy-loss fine structure or EXELFS. As with any
diffraction event, there is information in these EXELFS
ripples about atomic positions and the atomic informa-
tion comes from a relatively short range (the first
few nearest neighbors) since this weak electron doesn’t
scatter from more distant atoms.

The EXELFS modulations start about 50 eV above
the ionization-edge energy, are each 20–50 eV wide, as
shown in Figure 40.12A, and occur over several hun-
dred eV. EXELFS is closely analogous to the oscilla-
tions seen in the extended X-ray absorption (edge) fine
structure (EXAFS) in synchrotron X-ray spectra and is
one reason why EELS has long been described as a
synchrotron in a TEM (albeit much cheaper than your
typical synchrotron). One significant difference is that
EXAFS results in complete photoabsorption of the
incident X-ray while EXELFS involves absorption of
only a small fraction of the energy of the beam electron.
We can carry this analogy a little further. Both EXAFS
and EXELFS give us structural information from
materials in which there are strong, local, atomic correla-
tions. Both techniques are atom specific so, in principle,
we can solve even the most complex multi-component

(A) (B)

(D) (C)

(E) (F)

FIGURE 40.11. (A) TEMBF and (B–F) a series of energy-filtered images

revealing the Si, C, and O elemental distributions and the carbon bonding

maps at the interface between a diamond-like carbon film and a Si sub-

strate. In the oxygen-rich amorphous layer at the interface, there is a

double layer of carbon atoms that is primarily p-bonded (and possibly

arises from carbon contamination in surface grooves at the interface) (F).

The carbon film is predominantly s-bonded (E), indicating a high degree

of diamond-like character.

ELNES AND EXELFS II
ELNES is multiple scattering and EXELFS is single
scattering, although the two phenomena overlap
since, e.g., the L1 ELNES peak is often far enough
past the edge onset to be included in the EXELFS.
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structures, if the information around all the atoms can be
accessed.

There are, however, limitations to conventional
EXAFS.

& We can’t easily access the K-edges below 3 keV since
X-ray absorption at these low energies requires thin
specimens for transmission-EXAFS and a low
absorption atmosphere over the entire X-ray beam
path (source-specimen-detector).

& As you know from the XEDS chapters, X-rays can-
not easily be focused to a sub-micrometer spot, so
EXAFS has a relatively low spatial resolution,
although this is constantly improving. EXELFS
offers us the unique ability to obtain atomic and

electronic structure with nanometer-scale spatial
resolution.

& Since TEMs operate in high vacuum and use thin
specimens, EELS is more naturally suited to
K-edge analysis of low-Z elements (as well as L-edge
analysis of higher-Z elements) than low-energy
EXAFS.

There is the usual price to pay for high spatial reso-
lution in that the EXELFS signal is noisy and you’ll find
that extracting high-quality atomic information is much
more challenging than for EXAFS where there is no
shortage of signal.

40.7.A RDF via EXELFS

With EXELFS we can determine the partial radial dis-
tribution function (RDF) around a specific atom, and
we are not restricted to the heavier atoms (Z>18)
needed for EXAFS. So there is great potential for study-
ing materials, such as low-Z glasses, amorphous Si, bulk
metallic glasses, and quasicrystalline structures (both of
the latter two often contain relatively low-Z elements
such as Be, Mg, Al, P). In particular, since glasses lack
any long-range periodic structure, we are limited in the
techniques to determine their atomic structure. As
you’ve already seen back in Section 18.7, diffraction of
electrons (or X-rays or neutrons) from glass provides
only diffuse information. To get atomic-structure infor-
mation from glasses, you have to employ resonance
signals from the Å-level and EXELFS can do that.
The high spatial resolution of EXELFS is obviously
advantageous and all your data can be compared with
your images and the rest of the TEM-based information
that you acquire from the analyzed volume. However,
you can’t get good EXELFS unless your specimen is
very thin and you’ll also have to consider phase effects,
which are averaged out in EXAFS. Despite these appar-
ent advantages of EXELFS, RDF work continues to be
dominated by synchrotron X-ray sources because of the
intensity of the signal. If you’re interested in pursuing
this (and EXELFS for thatmatter), a good place to start
is the text by Koningsberger and Prins.

Experimentally, it’s not easy to see the EXELFS
modulations because they are only �5% of the edge
intensity, and so you need good counting statistics.
This is one of the rare cases where you might find a
thermionic source useful because it can deliver more
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(C)
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FIGURE 40.12. (A) EXELFS modulations on an ionization edge. (B)

From the oscillations in the post-edge spectrum it is necessary to transfer

the data to k-space before (C) Fourier transforming the data to produce a

radial-distribution function.

DECONVOLUTION AGAIN
Deconvolution is always the first step if your speci-
men isn’t thin enough, i.e., if the plasmon peak is
greater than 10% of the ZLP.
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total current than a FEG and, for this application,
energy resolution is not so important. TEM diffraction
mode will also increase your total signal intensity.
Either way, however, you pay a price in terms of a loss
of spatial resolution and an increased chance of speci-
men damage. If you need the best spatial resolution, a
FEG STEM should (as usual) be your instrument of
choice.

So, we’re interested in EXELFS because of the struc-
tural information contained in the weak intensity oscil-
lations. To extract this information, you can use the
commercial Gatan software (see Section 1.6) or the
EXELFS version of Rehr’s FEFF code (URL #6).
Public-domain EXELFS software is also available at
URL #7.

You first have to ensure that your spectrum contains
only single-scattering information, otherwise the plural-
scattering intensity maymask the small EXELFS peaks.
Deconvoluting the point-spread function may also help
sharpen the faint modulations.

Next, you have to remove the background if it
wasn’t done prior to deconvolution. Then your spec-
trum intensity has to be converted to an electron-wave
function in k-space (reciprocal space) where

k ¼ 2p
l
¼ ½2m0ðE� EKÞ�

1
2

h
(40:1)

where EK is the edge onset energy, E is the energy of the
ejected electron, of wavelength l, and the rest of the
terms have their usual meaning. The electron-wave
interference gives periodic intensity maxima in k-space
when

2a

l

� �
2pþ F ¼ 2pn (40:2)

Here a is the distance from the ionized atom to the first
scattering atom, and F is the phase shift that accompa-
nies the scattering. Therefore, we expect to see periodic
maxima occurring for n = 1, 2, etc., and for different
interatomic spacings. We obtain the atomic spacing by
Fourier transforming the k-space modulations to give
the RDF, originating at the ionized atom. Obviously,
these two equations don’t tell the full story and there is
more about data analysis in Egerton’s book.

When we have the RDF, we ought to be able to
determine the local atomic environment, if the various
interferences can be discriminated and identified. Peaks
in the RDF indicate the probability of an atom occur-
ring a certain distance from the ionized-atom site.
Figure 40.12 shows a summary of the EXELFS data
extraction technique. Despite the low signal problems,
EXELFS studies appeared at the earliest stages of EELS
research (see, e.g., Leapman and Cosslett) and refer-
ences to the technique have continued to surface in the

literature over the intervening decades. For example,
Sikora et al. have compared EXELFS and EXAFS
applied to crystalline materials. Alamgir et al. have
made comparisons of the two techniques for the study
of slow-cooled, bulk metallic glasses (a fascinating new
range of materials). Figure 40.13 shows the extraction of
EXELFS data from the P-K edge (inaccessible in a
synchrotron spectrum) from Pd-Ni-P, a model amor-
phousmetal. The various steps involve first the isolation
of the fine structure (Figure 40.13A) and expressing it as
a function of momentum transfer (k), w(k), from beyond
the P K-edge (Figure 40.13B). The Fourier transform of
w(k), FT[w(k)], is proportional to the partial radial dis-
tribution function of atoms around P (Figure 40.13C).
Upon back-Fourier transformation of the first peak
FT[w(k)], the contribution to w(k) from the first coordi-
nation shell around P in these glasses is determined
(Figure 40.13D). Similar exercises could be performed
from the second and higher shells although the quality
of the signal degrades rapidly. These data are then fitted
with calculated w(k) functions of various model struc-
tures using the multiple-scattering ab-initio code
FEFF7 and a possible model of the coordination of Pd
and Ni atoms around the P atoms is created.

40.7.B RDF via Energy-Filtered Diffraction

RDF data acquired through EXELFS complement
another TEM method of acquiring RDF information.
This involves energy filtering of SADPs by scanning the
pattern across the entrance aperture to the PEELS using
post-specimen scan coils. (See, e.g., McBride and Cock-
ayne; see also Section 18.7.) Effectively, a full spectrum
is available at each scattering angle, but, in fact, only the
zero-loss (ideally only the elastic) electrons are required.
The plot of the ZLP intensity as a function of scattering
angle constitutes a line profile across a filtered DP from
which the RDF can be extracted. This process does not
have the spatial resolution of EXELFS, since typical
SADPs are integrated over �0.2–1 mm2, but the signal
is much stronger. Accuracies of �0.001 nm in nearest-
neighbor distances can be obtained, and the process is
rapid enough to be performed on-line.

40.7.C A Final Thought Experiment

ELNES and EXELFS are really quite remarkable
demonstrations of quantum theory and the wave-parti-
cle duality. Consider that the EXELFS part of the spec-
trum only contains electrons that have been scattered by
electrons in the specimen atoms, and yet we are able to
deduce information about what happened to those
atoms long after the beam-specimen interaction occurred
and also deduce where the scattering atom sits in the
structure!
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An (approximately wrong) particle-based analogy
would be to imagine that we are catching bowling balls
that have been thrown at pins, arranged in a certain pat-
tern. (Although instructive, this exercise is best carried out
as a thought experiment.) From the velocity (energy) of the
balls that we catch, we are able not only to identify the
weight of the pin thatwas hit (i.e., identify the characteristic
ionization edge), but we can also deduce how the pin fell
down and where it rolled (the ELNES). Furthermore, we
can also work out the spatial arrangement of the surround-
ing pins that didn’t fall down (the EXELFS).

So how does the beam electron know where the core
electron went after it left the inner shell? The answer lies
in the fact that the bowling ball (particle) analogy is
totally inadequate. In fact, only certain electron transi-
tions are allowed and the beam electron can therefore
only transfer certain quantized energies to the core elec-
tron, not a continuum of possible energies. So the beam
electron does, in effect, ‘know’ the possible final state of
the core electron since it reflects that state in its energy
loss. (If you really understand this, then you should pat
yourself on the back.)
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FIGURE 40.13. The EXELFS analysis of Pd30Ni50P20 bulk metallic glass. (A) The pre-edge, background-subtracted P K-edge. (B) The isolated w(k)
data. (C) The Fourier transform of w(k) to radial space, FT[w(k)], and (D) the back-Fourier transform of the first peak of FT[w(k)] back to k-space (dots)

and fitting with a calculated function for a tetragonal dodecahedron (dashed line). The model in the center is a tetragonal dodecahedron with a P atom at

the center surrounded by a first nearest-neighbor shell of Pd and Ni atoms deduced from the EXELFS.
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40.8 ANGLE-RESOLVED EELS

Most of the time so far, we’ve been talking about gathering
spectra and images by sending the direct beam into the
spectrometer and splitting it up into its component ener-
gies. This is often called spatially resolved EELS since we
map out a specific region or gather individual spectra from
different spatial locations on the specimen. However, we
have occasionally mentioned that the angle of scatter of
the energy-loss electrons is important, and there is a whole
field of EELS research that studies angle-resolved spectra.
To do this, we just scan theDP across the PEELS entrance
aperture and gather spectra at different angles as for the
RDF measurements that we just described. However,
rather than studying the energy of electrons primarily,
this technique emphasizes the determination of the
momentum of the energy-loss electrons.Momentum-trans-
fer studies were pioneered by Silcox and co-workers. Now
with FEG STEMs you can get even more information
about the symmetry of electronic states, which comple-
ments spatially resolved ELNES (e.g., Wang et al.).

Because of such angular effects, the size of the spec-
trometer entrance aperture and/or the collection angle b
may influence the details of ELNES. If the final state of
the ejected electron has a definite directionality, as it will
in an anisotropic crystal, the ELNES for such a speci-
men will depend on both the scattering angle y and the
crystal orientation. The classic paper on orientation or
momentum dependence is the study of graphite and BN
(Leapman et al.).

There are various ways of performing angle-resolved
EELS and Botton and co-workers describe many meth-
ods and applications. For a given energy loss and a
given specimen orientation, the momentum transfer at
zero scattering angle, y, is parallel to the electron beam
(q||). As y is increased, a component perpendicular to the
beam is introduced (q?) and, at approximately yE, q?
becomes dominant. To obtain angle-resolved ELNES,
we have tomeasure the spectra as a function of the angle
between a crystal direction and the direction of momen-
tum transfer.

First, you can keep the orientation fixed and change
the collection aperture. Figure 40.14 shows angle-resolved
ELNES of a very thin (� 30 nm) graphite flake obtained
by changing the size of the collection aperture in a STEM.
The p* states are parallel to the c-axis, which in this case is
parallel to the electron beam. Therefore, the correspond-
ing p* peak intensity is larger, relative to the s* states,
when we have a small collection aperture and q|| domi-
nates. Similar effects would be obtained if the orientation
of the graphite planes to the electron beam was changed.

Second, you can keep your collection angle fixed at a
small angle < yE and measure the ELNES as a function
of y. This is particularly easy with energy filtering which
can display angular scattering distributions of specific
energy-loss electrons.

You can also use the ‘458 method’ (Botton) which
combines tilting the specimen at 458 to the principal
axis and measuring the ELNES at �y, where y is cho-
sen to select both q? and q||. If you make the beam
convergent (e.g., in STEM mode for high spatial reso-
lution) then the angular resolution of this technique is
reduced.

One practical aspect of angle-resolved EELS is the
study of Compton scattering, which is the ejection of
outer-shell electrons by high-energy photons or elec-
trons. We can detect these Compton-scattered electrons
by observing the EELS spectrum at a high scattering
angle (y �100 mrad), either by displacing the objective
aperture to select an off-axis portion of the diffraction
pattern or by tilting the incident beam. This process has
been used to analyze the angular and energy distribution
of Compton-scattered electrons and determine bonding
information, since the Compton-scattering process is
influenced by the binding energy.

40.9 EELS TOMOGRAPHY

We’ve talked about tomography in various parts of the
book and how taking a series of images at different tilts
allows you to reconstruct 3D information about features
within your specimen. You should also read the chapter in
the companion text which gives an in-depth review of the
various experimental challenges for this kind of imaging.

Just as for X-ray images, it is possible to use a full-tilt
series of EFTEM images to build up a full 3D image

FIGURE 40.14. Image mode EEL spectra of the C-K edge in graphite

showing changes in the relative intensities of the p* and s* peaks under

two different collection angles due to the directional scattering variation

from the sp2 and sp3 bonds in the graphite.
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from a set of 2D projections. (See the paper by Midgley
and Weyland.) Because ionization-edge composition
images are not susceptible to significant contrast
changes as a function of tilt, they are ideal for tomo-
graphic reconstruction which reveals the surface fea-
tures, growth angles/facets, and other features that are
not easily obtained from the usual 2D projection image.
EFTEM tomography is similar to XEDS tomography
which we didn’t discuss: EFTEM tomography has the
advantage of much quicker generation because XEDS
tomography is only feasible via a series of tilted STEM
images which take much longer to produce.

Figure 40.15A shows one of the P-L ionization-edge
images from a tilt series and Figure 40.15B shows the
reconstructed tomographic image of the distribution of
P in a cell from a fruit fly. In this area, the biologists
are well ahead of the materials scientists and Leapman
et al., in 2004, gave a fine example of the application
of EELS tomography to discerning the 3-D shape
of ribosomes (not quite EELS of eels, but of
nematode worms, which look a bit like eels!). In contrast
to ionization-edge images, plasmon images retain sig-
nificant diffraction contrast and so are less useful for
tomography.

(A)

(B)

FIGURE 40.15. (A) 2D projection (top view) and (B) energy-filtered, 3D-tomographic image reconstructed from multiple P-L2,3 edge filtered images

showing the phosphorus distribution in an unstained plastic section of freeze-substituted Drosophila larva. The principal region is part of a cell nucleus

and the top right is a region of cytoplasm containing ribosomes. The phosphorus distribution reflects the distribution of nucleic acid. Ribosomes (colored

green) are known to contain about 7000 P atoms in their RNA. Another series of phosphorus-containing dense particles of unknown origin are present in

the nucleus (see enlarged inset).
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EFTEM tomography is an area that will see increas-
ing applications, particularly as nanotechnologists pur-
sue their dream ofmanufacturing devices in a controlled
manner from the atom/molecule upward. The ability of
EFTEM (and to a lesser extent, XEDS) to reveal the
actual shape (combined with the quantitative local
chemistry) of quantum dots, gate oxides, and other
sub-nanometer fabrications will seriously enhance
TEM’s role in this growing field.

The ability to extract 3D information by tomo-
graphic methods is just one of several examples of the
extraordinary advances that have taken place in the
TEM field since the first edition of this book was pub-
lished more than 10 years ago.

It is worth concluding now, as we did then, that we
encourage you to experiment with your TEM at all
opportunities and never think that there is nothing new

to discover. The current generation of students growing
up with an expectation of, and familiarity with, full com-
puter control of everything and access to information
immediately from anywhere should be able to combine
these skills to make TEMs perform in ways that the
former generation of more manually oriented TEM
operators could never dream of. For example, we haven’t
even mentioned time-resolved EELS although the strong
low-loss signal and efficient collectionmeans that gather-
ing spectra with millisecond or even microsecond resolu-
tion is not out of the question and ultra-fast
(nanosecond) TEM imaging using laser-excited sources
is fast becoming a reality. Nodoubt there will be a serious
need for yet another edition of ‘TEM: a text for nano-
technologists’ a decade hence, which we sincerely hope
will be written by some of those who started their careers
by reading this book, rather than by those who wrote it.

CHAPTER SUMMARY
You can appreciate now that there is a wealth of fine detail in the EEL spectrum beyond the
relatively strong plasmon peaks and the ionization edges. To extract this information, you need
a single-scattering (deconvoluted) spectrum and occasionally some sophisticated mathematical
analysis. Interpretation of the data is still limited by our lack of knowledge of the physics of the
electron-specimen interactions. However, considerable research is going on into EELS fine-
structure studies which are the future of the technique. Both the experimental methods and the
theoretical calculations are still developing. We have introduced several specialized topics

& Energy-loss near-edge structure.
& Extended energy-loss fine structure.
& RDF determination.
& Angle-resolved (momentum-transfer) EELS.
& EELS tomography.

However, we have really only given you a suspicion of the potential of these topics. If
EELS becomes a technique you use in your research, we recommend watching its develop-
ment and that of related techniques in the reference sources we have given you in the last
four chapters, particularly the quadrennial EELS workshops (see Chapter 37), conferences
such as the biannual Frontiers of ElectronMicroscopy inMaterials Science (FEMMS), and
the proceedings of the various national and international microscopy and analysis societies
which, if you haven’t joined by now, you should do so immediately!
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SELF-ASSESSMENT QUESTIONS
Q40.1 Why does the ionization edge extend beyond the critical ionization energy (the edge onset) to give

ELNES and EXELFS, rather than exist simply as a peak at the critical ionization energy?
Q40.2 What is the Fermi level/Fermi surface and why is it crucial to our understanding of the energy-loss

process?
Q40.3 What is the density of states (DOS) and why are there both filled and unfilled DOS?

Q40.4 Relate the K, L, etc., core shells to the principal quantum numbers (n).
Q40.5 State the Pauli exclusion principle and explain why this is relevant to ELNES.
Q40.6 What is spin-orbit splitting and why is this relevant to ELNES?

Q40.7 What is the dipole-selection rule and why is this relevant to ELNES?
Q40.8 Why does the ionization edge onset for a specific elemental core loss sometimes shift when that element

is bonded differently?

Q40.9 What is XANES, how is it detected, and what is its relation to ELNES?
Q40.10 Why do bonding changes change the ELNES?
Q40.11 What useful information is contained in the EXELFS spectrum?

Q40.12 Why is EXELFS such a challenging technique to apply?
Q40.13 What is an exciton?
Q40.14 What is a core hole?
Q40.15 Why is there bonding information in both the low-loss and high-loss spectrum?

Q40.16 Distinguish angle-resolved and spatial-resolved EELS.
Q40.17 Why is angle-resolved EELS linked to the concept of electron momentum transfer?
Q40.18 What is the RDF, why is it useful, and how can you measure it?

Q40.19 Why would you want to calculate the ELNES intensity?
Q40.20 What is Compton scattering and how can we study this in EELS?
Q40.21 Under which circumstance would you choose to use an ELNES spectrum as a fingerprint and what

precautions should you take when drawing conclusions from a potential match?

TEXT-SPECIFIC QUESTIONS
T40.1 Distinguish single, multiple, and plural scattering for EELS. How do these definitions compare with

scattering terms used in high-resolution imaging?

T40.2 Figure 40.1 gives an electron-wave description of the generation of ELNES and EXELFS. Can you use a

particle analogy to describe the process?

T40.3 Is Figure 40.2 drawn for a crystalline metal or an amorphous semiconductor? Explain your answer and

thus indicate how the figure would change if the other kind of material were being illustrated.

T40.4 In Figure 40.3 there appears to be no intensity in the ionization edge corresponding to the filled states.

Why is this? In a real spectrum there would indeed be intensity before the ionization edge. What would

cause this?
T40.5 Why does the Cu L edge in Figures 40.4 and 40.5B exhibit no intense white lines at the edge onset like the

rest of the transition metal series in Figure 40.4?
T40.6 In old specimens and older TEMs, the diamond K edge (like in Figure 40.5A) sometimes shows residual

intensity preceding the ionization-edge onset, at roughly the same energy as the p* sp2 peak in the
graphite and C60 edges shown above. Since diamond has no sp2-bonded carbon, can you speculate what
might be giving rise to this intensity?

T40.7 Why are the muffin-tin potential wells in Figure 40.9 symmetric for the metal but asymmetric for the

oxide?

T40.8 Look at the comparison of calculated and experimental spectra in Figure 40.10. These calculations were

done more than a decade ago. Go on the Web and see if you can find better examples of calculated edge

shapes that show a better fit to experimental spectra. If you can’t, what conclusions can you draw about
calculating ELNES. If you can, what different conclusions can you draw?

T40.9 How do you think that correcting the spherical aberration in the objective lens will improve the study of

energy-loss fine structure? Do you think the addition of electron gun monochromators will affect the
study of this same phenomenon?

T40.10 What crucial information can be gained about the behavior of semiconductor interfaces and gate oxides

via ELNES? (Hint: Google PE Batson and read his papers.)

T40.11 Under what circumstances would you choose an MO rather than an MS approach to calculating the

near-edge spectrum?

T40.12 List the principal differences between FLAPW, ASW, CASTEP, and LKKR.
T40.13 ELNES fingerprinting can distinguish different mineral species as in Figure 40.8. Why should we ever

bother to use XEDS to study the same problem? Does the beam-sensitivity of many minerals have a role
to play in deciding what technique to use? If so, explain what.

T40.14 Why does the signal in Figure 40.12B become noisier at larger wavevectors?
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T40.15 Given what you know about the crystal structures of graphite and diamond, would you expect either of
their energy-loss spectra to be sensitive to crystallographic orientation? If so, how do you think the fine
scale features of the relevant spectrum in Figure 40.5A might change with orientation? (Hint: look at

Figure 40.14.)
T40.16 Compare and contrast EXAFS and EXELFS for studying short-range atomic structures. Why would

you use EXELFS when TEM diffraction patterns give similar short-range atomic structural

information?
T40.17 In addition to ELNES and energy-filtered diffraction for RDF determination, can you think of other

ways to explore the structure of glasses using TEM?
T40.18 For both momentum-resolved and tomographic EELS, we have to tilt the specimen considerably. What

are the experimental challenges to doing this and how might they be overcome?
T40.19 If the low-loss spectrum reveals the valence states of the atoms in the specimen why do we not use this

part of the spectrum more often for bonding studies but instead use ELNES which only explores the

unfilled DOS (i.e., the electrons that aren’t there)?
T40.20 Explain why K-shell ionization results in a hydrogenic edge.
T40.21 Explain why L shell ionization gives L1, L2, and L3 edges.

T40.22 Why is the L1 edge rarely visible, thus leaving the usual L edge as the L2,3 in spectra from transition
metals?

T40.23 Similarly, why is the M4,5 edge the expected M edge in the rare earths?

T40.24 Explain why EELS edges and X-ray absorption edges are effectively the same phenomenon.
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554, 612, 719, 722

See also Holey carbon film

germanium, 587–588
layer, 502, 571, 670, 751
materials, 197, 293–295, 373, 415, 502,

504, 528, 703, 741, 748
specimen, 377–378

Amplitude contrast, 106, 371–386, 411,

458, 504, 505
See also Contrast

Amplitude of diffracted beam, 223

Amplitude-phase diagrams, 31–32
Analog
collection, 102
to digital converter, 607

images, 115, 125
pulse processing, 591

Analog dot mapping, 617–618

Analytical electron microscopy (AEM), 7,
25, 53, 54, 62, 66, 75, 76, 80, 81, 82,
83, 97, 99, 103, 111, 121, 132, 133,

138, 143, 144, 150, 184, 185, 186,
352, 581, 584, 586, 588, 589, 590,
592, 593, 594, 595, 597, 598–600,
605, 606, 607, 608, 609, 611, 612,

613, 614, 615, 616, 617, 618, 625,
626, 627, 628, 630, 633, 634, 639,
647, 648, 651, 655, 663, 672, 674,

682, 690, 693, 694, 696, 706, 717
Angle, 26–27, 83, 685–688
See also Bragg; Collection semiangle;

Convergence semiangle; Incidence
semiangle

Angle-resolved EELS, 755

Angular-momentum quantum number, 744
Annular condenser aperture, 157
Annular dark field (ADF), 122, 160, 161,

162, 329, 373, 376, 377, 379, 380,

384, 385, 635, 659
image, 161
See also Dark field (DF), detector

Anodic dissolution, 178
Anomalous X-ray generation, 641
See also Absorption

Anticontaminator, 130
Anti-phase (domain) boundaries (APB),

229, 263, 420, 426, 427, 428, 429,
434, 503

Aperture
alignment of C2, 147
condenser (C2), 111, 157, 493

differential pumping, 131, 683, 687
function, 485, 486, 488
objective, 101, 109, 111, 152, 154–158,

161, 162, 165, 167, 207, 278, 332,
372–373, 375, 376–379, 381, 382,

385–386, 389, 390, 396, 408, 411,

413, 448, 466, 489, 500, 511,
512–514, 516, 517, 519, 520, 521,
528, 529, 535, 539, 540, 551, 552,

573, 600, 670, 686–688, 691, 706,
721, 755

virtual, 152, 154, 491, 492
virtual C2, 152, 154

See also Diaphragm
Artifact
in EELS, 730

in image, 9, 10, 542
of specimen preparation, 190
X-ray peak, 605, 606–607, 613, 625,

628, 672
Artificial color, 124, 555
Artificial superlattice, 264, 265, 415
Ashby-Brown contrast, 456

Astigmatism
condenser, 162
intermediate, 163

objective, 162, 163, 164,
169, 466

Atomic

basis, 259, 260, 262
correction factor, 640, 650
number, 11, 16, 24, 26, 29, 30, 39,

41, 42, 57, 58, 59, 60, 122, 224,
237, 258, 284, 373, 378, 497, 635,
639, 640, 643, 650, 665, 672, 728,
729, 730

scattering amplitude, 40, 45, 49, 258,
261, 294, 336, 517, 669

scattering factor, 44–45, 223,

257, 378
structure, 48, 55, 380, 389, 493, 679, 741,

747, 752

Atomic-column EELS, 567, 735–736
Auger electron spectrometer (AES), 53, 55,

61, 62
Augmented plane wave, 748

Automated crystallography, 305
Automated orientation

determination, 305

Automatic beam alignment, 560
Automatic peak identification,

627–630

Averaging images, 554–556
Axis-angle pair, 303
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B

Back focal plane, 94, 95, 111, 152, 162,
204, 205, 373, 491, 573, 683,

685–688, 691
See also Lens

Background

extrapolation, 725, 726, 727, 728
modeling, 643
subtraction, 342, 550, 555, 641–644, 646,

650, 659, 725, 726–728, 729, 734

See also Bremsstrahlung
Backscattered electron (BSE) detection,

115, 230

Baking, Band gap (semiconductor),
709–710

image, 710

Bandwidth, 118, 119
Bar, 128, 157, 188, 202, 517, 588, 594, 611
Barn, 27

Basal plane, 261, 449, 745
Basis vectors, 563–565
Beam-defining aperture, 122, 329, 380,

466, 599, 610, 615

Beam (electron)
blanking, 101
broadening, 84, 87, 666, 673

coherence, 533
convergence, 538–540

See also Convergence semiangle

current, 13, 65, 76, 78, 81, 82–83, 84, 87,
107, 110, 121, 149, 182, 592, 593,
596–597, 599, 601, 617, 640, 641,

653, 667, 668, 670, 672, 674,
694, 721

damage, 10–11, 30, 53–68, 76, 86, 123,
164, 263, 556, 557, 632, 652, 673

deflection, 398
diameter, 82, 83–85, 107, 326, 329, 636,

664, 665, 666, 667

diffracted, 17, 24, 40, 41, 47–49, 53, 155,
156, 157, 166, 198, 199, 201, 202,
204, 215, 216, 221–231, 235, 240,

257, 265, 271, 272, 273, 274, 280,
285, 296, 298, 305, 313, 337, 361,
371, 372, 381–382, 383, 385, 407,
408, 421, 444, 463, 469, 470, 471,

472, 488, 513, 517, 519, 525, 534,
535, 536, 537, 641, 701

See also Diffracted beam

diffracted amplitude, 272, 413
direct, 24, 25, 34–36, 48, 53, 116, 117,

152, 155–157, 159, 160, 161, 162,

166, 168, 169, 198, 202, 203, 204,
205, 215, 225, 229, 294, 317, 337,
349, 350

direction, 26, 44, 45, 204, 216, 217, 248,
283, 288, 299, 300, 301, 302, 304,
312, 317, 318, 348, 349, 350, 543,
600, 614

energy, See Accelerating voltage
incident, 325, 384
many-beam conditions, SeeMany-beam

parallel, 92, 94, 141, 142–143, 145, 146,
147, 148, 152, 158, 163, 283–305,
311, 324, 325, 326, 339, 340, 352,

385, 386, 511, 721
shape, 667
splitter, 397, 525

tilting, 147, 199, 285, 382, 467, 669, 755
translation, 147
two-beam conditions, See Two-beam

approximation

Beam-sensitive materials709
See also Beam (electron), damage

Beam-specimen interaction volume, 323,

598, 663, 664, 665, 672, 735
Bend contour, 352, 385, 386, 407, 411–412,

413, 415, 441, 493, 521, 641,

658, 733
Beryllium
grid, 609, 612

oxide, 612
specimen holder, 613
window, 586, 587, 598, 607, 628, 633,

650, 651, 654

Bethe cross section, 58
Bethe ridge, 718
Biprism, 77, 397, 398, 525

Black level, 377, 528
Black/white contrast, 449
Bloch theorem, 237

Bloch wall, 517
Bloch wave
absorption, 241

amplitude, 252–253
coefficient, 238
kinematical condition, 221

Body-centered lattice, 357

Boersch effect, 683
Bohr radius, 42, 63, 378, 705
Bohr theory, 55

Bolometer, 590, 591, 592, 594, 663
Borrmann effect, 657, 658, 733
Boundary, See Grain, boundary;

Interface; Phase boundary
Bragg
angle, 34, 49, 83, 169, 200, 201, 202,

205, 222, 223, 229, 230, 312, 327,

339, 340, 353, 381, 408, 451, 680,

687, 721
beam, 221, 230, 239, 245, 246, 247, 250,

254, 431, 492, 534, 536
See also Diffracted beam

condition, 204, 207, 213–216, 227, 228,

241, 253, 272, 274, 294
diffraction, 26, 201, 202, 211, 214,

222, 231, 311, 312, 320, 339, 373,

381, 699
law, 199, 200–202, 211, 213–214, 217,

218, 319, 411, 488, 519, 590
plane, 249, 319, 416

reflection, 49, 157, 202, 208, 262, 305,
448, 492, 537

Bravais lattice, 267, 347

Bremsstrahlung, 40, 58, 60, 135, 168, 582,
598, 605, 606, 608–614, 618, 626,
632, 635, 641–643, 673

coherent, 613–614, 626, 642
See also Background

Bright field (BF)

detector, 122, 159, 160, 161, 162, 326,
366, 373, 380, 384, 385, 521

high-order BF, 521
image, 155–159, 161, 163, 165, 166, 168,

169, 182, 230, 295, 304, 330, 331,
352, 362, 365, 372, 374–376,
379–381, 386, 407–409, 411, 412,

414, 415, 424, 425, 427, 428, 434,
444, 452, 455, 458, 468, 472, 473,
475–477, 512, 516, 521, 573, 599,

617, 669, 670, 687, 734
in STEM, 304, 373, 376, 385, 600,

617, 670

symmetry, 361, 366
Brightness (gun), 79, 116, 150, 327,

375, 626
Brillouin-zone boundary (BZBs), 245, 253

Buckyballs, 743, 745
Bulk holder, 135, 175
See also Specimen, holder

Bulk modulus, 457
Burgers vector, 278, 320, 339, 396, 402,

420, 441–444, 446–449, 456, 458,

469, 473–474, 476
See also Dislocation

C

Calibration
of accelerating voltage, 168–169
of camera length, 165–166

of focal increment, 169
of illumination system, 149–150
of image rotation, 100–101

of magnification, 164–165
Camera constant, 166, 355
Camera length, 154, 155, 161, 162,

165–167, 197, 198, 217, 218, 284,

302, 317, 318, 326, 327, 328, 329,
336, 361, 373, 379, 398, 686, 687,
688, 721

c/a ratio, 259, 314
Carbon
amorphous, 35, 163, 183, 185, 295, 374,

551, 554, 612, 719, 722
contamination, 586
film, 86, 162, 163, 164, 173, 183–185,

374, 375, 397, 521, 554, 612, 722,
745, 751

nanotube, 73, 81, 365, 366, 695, 745
See also Holey carbon film

Cartesian-vector notation, 260
Cathode-ray tube (CRT), 115
Cathodoluminescence, 53, 62–63, 116, 122,

523–524
Cauliflower structure, 583
CCD-based WDS, 590
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Center of symmetry, 230, 236, 240, 358,
361, 435

Centrosymmetric point group, 358

Channel-to-channel gain variation,
689, 727

Channeling, 230, 339, 366, 379, 646,

657–658, 733
Characteristic length, 221, 222, 223–224,

225, 237, 478
See also Extinction distance

Characteristic scattering angle, 63, 700,
705, 717, 719, 733

Charge-collection microscopy, 62–63,

523–524
Charge-coupled device (CCD) camera, 10,

116, 120–121

Charge-density determination, 366
Chemically sensitive images, 517
Chemically sensitive reflections, 261, 262,

263, 519, 567
Chemical resolution, 626
Chemical shift, 746, 750–751
Chemical wire/string saw, 176

Chi-squared, 645
Chromatic aberration, 6, 8, 9, 91, 103,

104–106, 108, 109, 148–149, 159,

334, 377, 491, 495–497, 533, 680,
681, 687–688, 690, 702, 703, 706, 711

See also Aberration

Chromium-film standard (C film), 160,
189, 717

Clamping ring, 132, 133, 135, 181

Cleavage, 176, 187, 191, 414
Cliff-Lorimer
equation, 640, 641, 646, 647, 648, 652,

656, 657, 673

k factor, 646
Coherence, See Beam (electron),

coherence; Bremsstrahlung,

coherent; Spatial coherence
Foucault imaging, 516–517

Fresnel imaging, 516

interference, 31
particles, 456, 457
processing, 526
scattering, 39, 202, 319

Coincident-site lattice (CSL), 500
Cold FEG, 498
Cold trap, See Anticontaminator

Collection semiangle, 34
Collimator, 598–599, 611
Column approximation, 223, 229–230,

421, 423, 426, 433, 434–436, 443,
457, 478

Coma-free alignment, 493, 498

Comis, 433–436, 458
Composition
measurement, 7, 667–668
profile, 616, 659, 667

Compton scattering, 741, 755
Computer simulation, 311, 351, 362, 365,

392, 414, 456, 492, 493, 539, 665

See also Image, simulation of
Condenser 1 lens, 83, 84, 85, 142, 144, 145,

148, 149, 150, 158, 167, 326, 327,

334, 584, 721
Condenser 2 lens, 83, 111, 116, 142–150,

158, 167, 207, 326, 327, 328, 330,

332, 584, 610, 615, 632, 721
aberration, 81, 82, 91, 92, 108, 111, 150,

373, 525, 725
alignment, 161–162

aperture, 101–102
calibration, 154
defocusing, 95–96

diaphragm, 101–102
See also Lens

Condenser objective condition, 326

Condenser-objective lens, 325, 326
Conduction band, 59, 62, 64, 66, 117, 245,

585, 605, 709, 720, 742, 744–745

Confidence limit, 632, 648
Confocal microscopy, 4, 8
Conical diffraction, 157, 291
Conical scanning, 157

Conjugate plane, 94, 152, 160, 161
Constructive interference, See Interference
Contamination, 62, 81, 99, 102, 106, 118,

124, 127, 130, 132, 135, 137, 138, 149,
161, 162, 181, 189, 190, 277, 324, 341,
494, 519, 523, 584–586, 588, 595, 609,

612, 615, 620, 626, 632, 636, 641, 647,
658, 670–671, 673, 751

Continuum, 55, 238, 293, 443, 605, 606,

613, 642, 726, 742, 744, 754
See also Background; Bremsstrahlung

Contrast
difference, 371, 372–373, 374, 376

Fresnel, 374, 389, 397, 399–402, 540–541
inside-outside, 448, 450, 476
minimum, 378, 492, 493, 497, 498, 561

minimum defocus, 498

topographic, 519, 521
transfer function, 17, 485, 487, 494, 506

See also Amplitude contrast;
Diffraction, contrast; Phase
contrast

Convergence semiangle, 84

correction (Cs correction), 6–8, 10, 62,
68, 76, 82, 84, 104, 108, 124, 355,
597, 647, 659, 663, 668, 672, 674,

733, 735, 736
Convergent beam
diffraction, 671

See also Higher-order Laue zone
(HOLZ)

energy-filtered, 77

imaging (CBIM), 332, 334
Cooling holder, 132, 134, 135–136,

324, 336
See also Specimen, holder

Core-hole effect, 750
Core-loss image, 715, 717, 719, 730, 731,

732, 741

Coster-Kronig transition, 59, 745
Coulomb force, 24, 36, 39, 40, 199, 221
Count rate, 588–594, 596–599, 601, 607,

608, 616, 618, 625, 627, 630, 632,
636, 641, 658, 659, 667, 673, 717

Coupled harmonic oscillator, 231

Coupled pendulum, 477
Critical energy, See Ionization
Cross-correlating image, 561
Cross-correlation function, 568

Cross section
differential, 23, 27, 39, 41, 42, 44, 45,

63, 729

elastic, 27, 28, 44, 54, 58
experimental, 27–28
generalized, 433–434

modified Bethe-Heitler, 58
partial ionization, 723, 725,

728–730, 734

phonon, 63–64
plasmon differential, 63–64
relativistic Hartree-Fock, 545
Rutherford, 41–43

screened-relativistic Rutherford, 42–43
Cross-section specimen preparation, 182
Cross-tie wall, 517

Cryogenic pump, 130
Cryo-transfer holder, 136
See also Specimen, holder

Crystal
A-face centered, 357
B-face centered, 357

cubic, 198, 241, 258, 260, 261, 273, 277,
289, 340, 356, 357, 394

diamond cubic, 289, 314, 420
high-symmetry pole, 341

I-centered, 357
imperfect, 386, 443, 534
low-index, 289

low-symmetry zone axis, 338, 356
non-centrosymmetric, 230, 236, 358, 435
orientation of, 304, 317–318, 435,

493, 755
orthorhombic, 213, 354, 357
perfect, 197, 224, 235, 236, 259, 279, 386,

392, 396, 397, 421–423, 426, 435,

441, 443, 445, 447, 459, 463, 471,
473, 478, 492, 505, 533, 534, 536,
537, 540, 542

plane, 9, 48, 49, 138, 204, 208, 286, 311,
336, 339, 657

pole, 287, 288

potential of, 230, 236, 238, 239, 240
primitive, 257–258, 267, 356
projected potential of, 534

simple cubic, 241, 258, 261, 273
tetragonal distortion of, 415
zone axis, 17, 204, 213
See also Lattice

Crystal Kit, 267
Crystallographic convention, 204, 230
Crystallographic shear, 503

INDEX................................................................................................................................................................................................................. l-3



Curie temperature, 429, 517
Current, 74–79, 82–86
See also Beam (electron)

Current centering
dark, 118, 689–690, 709, 711
density, 162

Curve fitting, 645, 726
Cut-off angle, 700, 706
Cyanide solution, 174
Cyclotron radius, 99, 100

D

Dark field (DF)

annular, 85, 122, 161
centered, 155–156
detector, 160

diffuse, 295
displaced-aperture, 155, 156, 412
external control for, 515
focus of, 492

high-angle annular, 122, 144, 379–381,
386, 710, 735, 736

image, 206, 332

multiple, 206, 207
STEM, 376–377
through focus (2½D), 513

tilt control, 382
See also Weak-beam dark field

Dead layer, 118, 585, 586, 595, 596,

607, 651
Dead time, 592–593, 596–598, 601,

607–608, 611, 627, 630
Debye-Waller factor, 336, 348, 435, 533

Decision limit, 674
Deconvolution, 630–632, 667, 688–689,

694, 700, 701, 705, 706, 707, 715,

721, 725, 728, 730, 731–733, 752, 753
Defect
computer modeling of, 432–433

core, 421
unit cell, 361–362
See also Dislocation; Grain,

boundary; Stacking fault; Twin

boundary
Defocus condition, 492, 513
Defocused CBED patterns, 329–330

Defocus image, 557
Deformable-ion approximation, 435
Delocalization, 390, 497, 498, 500, 735

Delta (d) fringe, 427–429
Delta function, 731
Density, 16, 27, 28, 29, 63, 65, 74, 75, 76,

79, 81, 82, 115, 120, 124, 164, 174,
176, 180, 190, 293, 362, 364, 365,
371, 373, 378, 401, 442, 444, 448,
450, 487, 495, 503, 514, 541, 563,

590, 651, 653, 654, 655, 656, 665,
676, 679, 706, 707, 709, 710, 721,
741, 742, 743, 748

Density-functional theory, 711, 748
Density of states, 590, 721, 742, 743, 744,

745, 747, 748, 749, 750, 751

Depth
distribution of X-ray production, 655, 665
of field, 8, 91, 92, 101, 103, 110–111, 513

of focus, 8, 91, 92, 101, 103, 110–111
fringes, 426, 471

Desktop Microscopist, 685

Desk-Top SpectrumAnalyzer (DTSA), 16,
608, 628, 641, 652, 674, 730

Detectability limits, 54, 475, 581, 589, 590,
626, 631, 632, 663, 672, 673, 674,

675, 715, 736
Detection quantum efficiency (DQE), 116,

118, 119, 121, 123

Detector (electron), 10, 24, 27, 117–122,
159, 372, 373, 389, 511, 523, 586

depletion region of, 117, 118

envelope function, 485, 491, 492, 494,
495, 496, 497

gain of, 118, 119

STEM, 326, 366, 372, 385, 386, 511,
528, 687

See also Spectrometer (EELS)
Detector (X-ray), See Spectrometer (X-ray

energy-dispersive); Spectrometer
(X-ray wavelength-dispersive)

Determination limit, 674

Deviation parameter, 216, 273, 297, 298,
353, 371, 382–384, 415, 435, 496

See also Excitation error

Diamond-cubic structure, 420
Diamond window, 187
Diaphragm, 101–102, 122, 132, 144, 145,

147, 148, 149, 153, 154, 155, 156,
324, 326, 332, 333, 373, 375, 385,
485, 502, 515, 521, 528, 594, 601,
608, 609–611, 613, 621, 627

self-cleaning, 102
top-hat C2, 611, 621
See also Aperture

Dielectric constant, 42, 694, 701, 706,
710, 711

determination of, 705

image, 705
Dielectric response, 679, 699, 705
Difference spectrum, 643, 690, 727, 733
Differential hysteresis imaging, 165

Differential pumping aperture, 131, 683, 687
Differentiating the image, 556
Diffracted beam, 47–49, 156, 166, 204,

221–231, 265, 337, 383, 408, 519,
534, 701

amplitude of, 31–33, 371, 444

intensity of, 47, 215, 273, 274
Diffracting plane, 199, 201, 202, 204, 208,

213, 246, 287, 289, 312, 318, 319,

320, 332, 340, 371, 390, 396, 407,
411, 412, 416, 441, 442, 444, 445,
449, 452, 454, 463, 469

See also Bragg, plane

Diffraction
camera, 165, 198–199
center, 162

contrast, 197–207, 313, 371–386
convergent beam, See Convergent

beam, diffraction

from dislocations, 278–279
double, 222, 296–298, 304, 394
extra reflection, 264

Fraunhofer, 30–31
Fresnel, 30–31
grating, 31–32, 164, 165, 273, 573, 590
group, 365–366

indexing, 213
1808 inversion of, 31
mode, 116, 152, 153, 154, 161, 166, 167,

206, 326, 330, 334, 466, 685, 687,
688, 721, 735, 753

multiple, 296, 364

nanodiffraction, 283, 291, 323, 347,
365, 366

oblique-textured, 291

pattern, 17, 49, 198, 204, 207, 372, 382,
383, 384, 391, 394, 755

ring, 155, 287, 293
rocking-beam, 230

rotation, 167–168
scanning-beam, 365
selected area, See Selected area

diffraction (SAD)
shell scattering, 749
single-crystal, 168

split spot in, 516
spot spacing in, 336
streak in, 254

systematic absence in, 304
systematic row in, 332
vector (g), 201

Diffraction coupling, 685

Diffractogram, 17, 493, 551, 552–554, 555,
560, 561, 574

Diffuse scattering, 329, 711

See also Scanning transmission
electron microscope (STEM)

Diffusion pump, 129, 130, 131, 180, 191

Diffusion coefficient, 104
Digital
filtering, 643, 644
image, 16, 117, 124, 155, 528, 556, 619

mapping, 618–620
pulse processing, 598, 635
recording, 131, 434

Digital Micrograph, 552, 560, 570, 573
Dimpling, 177, 178, 191
Diode array, 683

saturation of, 691, 723
Dipole selection rule, 744
Direct beam, See Beam (electron), direct

Discommensurate structure, 278
Discommensuration wall, 503
Disk of least confusion, 103
Dislocation

array, 278–279, 394, 450–451, 452, 455
contrast from, 444–448
core of, 402, 443, 448, 469
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density, 442
dipole, 448–450, 476
dissociated, 451, 463, 473–477

edge, 442, 444, 451, 452, 459, 469,
471, 475

end-on, 400, 401, 402

faulted dipole, 441, 476
faulted loop, 448
inclined, 458
interfacial, 453

intersecting, 458
line direction, 449
loop, 448–450

misfit, 448, 453, 455, 456
network, 448, 453
node, 448

ordered array of, 278
pair, 450
partial, 445–447, 450, 451, 463, 473–476

screw, 441, 442, 444, 447, 452, 454, 457,
458, 459, 470, 475

strain field of, 279, 371, 447, 451, 457
superlattice, 447

transformation, 453, 456
See also Burgers vector; Strain

Disordered/ordered region, 263, 517–518

Dispersion diagram
branches of, 247, 249, 250, 251, 253, 254
plane (of spectrometer), 246, 247, 249

relation, 250–251
surface, 247–250

Displacement

damage, 67, 68, 86, 721
energy, 67
field, 433, 435, 441, 442, 443, 444,

447–448, 456, 458

vector, 348, 349, 350, 458
Display resolution, 592, 614, 627, 630, 722
Double-period image, 564

Double-tilt holder, 134, 324
See also Specimen, holder

Drift

correction, 617, 636
rate, 464, 498
tube, 681, 682, 684, 722

Dwell time, 124, 636, 710, 722

Dynamical
absence, 258
calculation of intensity, 364–365

condition, 362–363
contrast in CBED, 347
coupling, 239

diffraction, 203, 221, 222, 225, 274, 296,
297, 298, 329, 331, 358, 364, 641, 669

scattering, 30, 203, 221, 258, 265, 272,

298, 311, 319, 323, 342, 358, 558
See also Diffraction

Dynamic experiments, 526–528

E

Edge, See Ionization
EELS advisor software, 730, 734

EELS, See Electron energy-loss
spectrometry (EELS)

EELS tomography 755–757

Effective EELS aperture diameter, 688
EFTEM imaging, 685, 703, 733–735
Elastic

coherent, 25
constant, 454, 457, 458
cross section, 41–43
mean-free path, 23

scattering, 25–26, 27, 28, 30, 39–49, 64,
199, 324, 329, 332, 339, 340, 373, 374,
378, 380, 381, 664, 665, 699, 702, 741

See also Scanning transmission electron
microscope (STEM)

Elasticity theory, 421, 448, 458, 474, 475

ELD software, 559
Electric-field potential, 236
Electro-discharge machining, 176

Electron
backscatter pattern (EBSP), beam,

See Beam (electron)
beam-induced current (EBIC), 62, 136, 523

channeling, 366, 379, 733
charge, 523–524
crystallography, 47, 324, 558, 559

detector, See Detector (electron)
diffraction, 8–9, 34–36
dose, 65

See also Beam (electron), damage
source, 73–87

Electron-electron interaction, 40, 41, 42,

66, 683, 699
Electron-hole pair, 62–63, 117, 118, 524,

585, 586, 587, 591, 592, 593, 595, 611
Electronic-structure tools, 711

Electron-spectroscopic imaging, 690
Electropolishing, 178, 179, 183
Electrostatic lens, 78, 80, 96

See also Lens
ELP (energy-loss program), 16
Empty state, 751

EMS (electron microscope simulation
program), 17, 127, 267, 287, 314,
491, 534, 571

Enantiomorphism, 347, 363–364

Energy
EELS, 715–736
spectrometry (EELS) resolution, 76

spread, 73, 74, 76–77, 79, 81, 82, 85–86,
105, 148–149, 496, 498, 693, 701

window, 635, 703, 734

X-ray, 590, 591–593
See also Electron energy-loss

spectrometry (EELS)

Energy-dispersive spectrometry, 7
See also Spectrometer (X-ray

energy-dispersive)
Energy filtering, 7, 8, 106, 334, 336, 342, 352,

366, 478, 696, 702, 703, 753, 755
Energy-loss, See Electron energy-loss

spectrometry (EELS)

Electron energy-loss spectrometry
(EELS)

angle-resolved, 755–756

collection efficiency of, 735–736
collection mode, 735
detectability limit of, 736

diffraction mode, 735
image mode, 755
imaging, 735–736
microanalysis by, 589

parallel collection, 681
serial collection, 685
spatial resolution of, 735–736

See also Spectrometer (EELS)
Energy-loss spectrum
artifacts in, 688–689

atlas of, 720, 723
channeling effect in, 733
deconvolution of, 731–733

extended fine structure in, 743
extrapolation window in, 726, 727
families of edges in, 723
fine structure in, 736

gun, 693
See also Gun, holography

interferometer, 398

lens, See Lens
microscope microanalyzer, 646
momentum, 741

near-edge structure in, 723
parameterization of, 730
phase, See Phase boundary

potential energy, 749
power-law fit, 726
rest mass, 700
scattering, See Diffraction, shell

scattering
source, 735–736

See also Gun

structure factor, 567
See also Structure factor

velocity of, 700

wavelength of, 705
wave vector, 752

Envelope function, 485, 491, 492, 494, 495,
496, 497

Epitaxy, 138, 168, 296
Errors in peak identification, 634
Errors in quantification, 647–648

Escape peak, 606, 612, 614, 628, 630, 656
Eucentric
height, 151, 164, 165, 166, 169, 330, 515

plane, 100–101, 151, 167, 326, 327, 330,
333, 334, 599

specimen, 295

See also Goniometer
Ewald Sphere, 214–218, 235, 241, 248, 249,

252, 271, 273–275, 279–281,
290–292, 298, 312, 318, 324,

336–338, 351, 355, 411, 430, 431,
447, 449, 464, 466, 467, 470, 478,
537, 559
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Excitation error, 216–217, 224, 227, 252,
318, 353, 463, 702

effective, 228–229, 407, 464

See also Deviation parameter
Exciton, 66, 750
Exposure time, 123, 158, 207, 305, 337,

464, 466
Extended energy-loss fine structure

(EXELFS), 294, 717, 718, 741, 742,
751–754, 757

Extended X-ray absorption fine structure
(EXAFS), 294, 717, 751–753

Extinction distance

apparent, 435
determination of, 435
effective, 245, 252, 408, 467, 471, 669

Extraction replica, 185, 191, 377, 378,
616, 724

Extraction voltage, 80–81

Extrinsic stacking fault, 473

F

Face-centered cubic, 259

See also Crystal; Lattice
Fano factor, 593
Faraday cup, 82, 85, 101, 121–122, 596,

614, 653, 670
Fast Fourier transform (FFT), 534, 536
Fe55 source, 593

Fermi
energy, 720, 742, 743
level, 55, 720, 742, 743, 749
surface, 63, 277, 278, 742

FIB (Focused-ion beam), 11, 157, 186,
188–189, 373, 634

Field-effect transistor (FET), 585, 586,

589, 591
Field emission, 61, 73, 74–75, 80–81, 498
See also Gun

Filtered image, 120, 434, 550, 572, 681, 683,
692, 694–696, 699, 702, 703, 709,
717, 722, 725, 734, 741, 751, 756

Filter mask, 573

Fine structure, See Electron energy-loss
spectrometry (EELS)

Fingerprinting, 704, 708, 744, 746–747, 751

Fiori definition, 614, 673
See also Peak-to-background ratio

First-difference spectrum, 727, 733

First-order Laue zone, 351
See also Higher-order Laue zone

(HOLZ)

Fitting parameter, 645
Fixed-pattern readout noise, 689
Flat-field correction, 570
Fluctuation microscopy, 294, 366, 528

Fluorescence (light), 116
Fluorescence (X-ray), 607, 609, 612, 613,

630, 632, 639, 640, 647, 653, 654

correction, 656–657
yield, 55, 59, 587, 605–606, 628, 650, 715,

721, 729

Flux lines, 517, 526, 527
See alsoMagnetic correction, flux lines

Focus, 110–111, 148, 151, 329–332, 399,

490–491, 682–683, 895–896
See also Lens; Overfocus; Underfocus

Focused-ion beam, See FIB (Focused-ion

beam)
Focusing circle (WDS), 681
Forbidden electron energies, 247
Forbidden reflection, 258, 263, 265, 288,

296, 299, 300, 301, 349, 350, 366
See alsoDiffraction, pattern; Systematic

absence

Foucault image, 516
Fourier
analysis, 572

coefficient, 17, 237, 240, 246
component, 435
deconvolution (logarithmic, ratio), 705

fast (Fourier) transform (FFT), 534, 536
filtering, 551, 571
inverse transform, 536, 731, 732
reconstruction, 551–552

series, 237, 238
transform, 485, 487, 536, 551, 568, 572,

573, 731, 732, 752–754

Frame averaging, 464, 466, 478, 550,
555, 557

Frame grabber, 551

Frame time, 120, 121
Free electron, 59, 61, 705, 708, 751
Free-electron density, 63, 706, 707, 710

Fresnel
biprism, 77, 397–398
contrast, 374, 389, 397–402, 540–541
diffraction, 30–31, 229, 535

fringe, 86, 87, 163, 389, 397, 400, 401,
402–403, 540–541, 575

image, 403

zone construction, 229
Friedel’s law, 358
Full-potential linearized augmented plane

wave (FLAPW), 748
Full Width at Half Maximum (FWHM),

83, 84, 85, 149, 150, 593–595, 605,
628, 631, 632, 643, 644, 667, 683,

684, 693, 694
Full Width at Tenth Maximum (FWTM),

84, 85, 86, 326, 594, 595, 643, 659,

664, 667, 668, 674
FWTM/FWHM ratio, 595, 601

G

Gas bubble, 399–400
Gas-flow proportional counter, 590
Gatan image filter (GIF), 681

Gaussian
curve fitting, 645
diameter, 84

image plane, 103–104, 106–110, 488, 664
intensity, 83, 84, 85
statistics, 647, 673

Generalized-oscillator strength (GOS), 729
GeneratedX ray emission, 600, 612, 628, 634
Germanium detector, 587–588

See also Spectrometer (X-ray
energy-dispersive)

Ghost peak, 690, 691, 701, 723

Glaser, 491, 494
Glass layer, 278
Glide plane (dislocation), 443, 444
Glide plane (symmetry), 444

Goniometer, 132, 133, 151, 285
See also Eucentric

GP zone, 277

Grain
boundary, 6, 17, 216, 276, 278, 286, 302,

366, 380, 392, 395, 397, 400, 402,

409, 419, 420, 500, 502, 503, 517,
616, 659, 694, 747

See also Stacking fault; Twin

boundary
coincident-site lattice, 500
high-angle, 402
low-angle, 400, 402

rotation, 430
small-angle, 454
size, 116, 123, 197, 283, 284, 290, 291, 293

texture, 292
tilt, 402
twist, 455

Gray level, 371, 555, 563
Gray scale, 123, 570, 635, 636
g.R contrast, 443, 450

Great circle, 286–287, 302
See also Stereographic projection

Grid, 75, 77, 133, 134, 173, 174, 175,
182–185, 187, 188, 274, 458, 588,

594, 598, 599, 600, 609, 610, 611,
612, 621, 633

Gun

alignment of, 498
brightness of, 498
crossover, 80

emission current, 79, 82
field-emission, 80–81
filament, 81, 493
flashing of, 81

holography, 81
lanthanum hexaboride, 81–82
saturation of, 81

self-biasing, 78
tungsten, 81
undersaturated image of, 493

Wehnelt cylinder, 77, 78
See also Electron, source; Field emission

G vector, 204, 224–225, 238, 253, 314, 315,

351, 384, 393, 425, 433, 442, 453,
458, 669

See also Diffraction, vector (g)

H

Handedness, 363, 364
Hartree-Slater model, 729
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Heisenberg’s uncertainty principle, 745
Hexagonal close-packed crystal, 259, 267
See also Crystal

Higher-order Laue zone (HOLZ)
indexing, 348–352
line, 351–352

plane, 339, 340
ring, 336, 337, 338, 341, 348, 351, 354,

355–356, 361, 362, 363, 364
scattering, 334, 336

shift vector t, 357
simulation of, 351, 362
See also Convergent beam, diffraction;

Kikuchi diffraction, line
Higher-order reflection, 202, 207, 289
Higher-order waves, 48

Higher-order X-ray lines, 57
High-resolution TEM, 483–506
High voltage, 6, 13, 75, 76, 77, 96,

104–105, 108, 119, 179, 450, 451,
490, 495, 522, 588, 608, 681,
691, 722

High-voltage electron microscope, 6

History of the TEM, 5
Holder, See Specimen, holder
Hole-count, 608, 609

Holey carbon film, 86, 162, 163, 183, 184
Hollow-cone diffraction, 157, 291–293, 295
Hollow-cone illumination, 157, 291,

293, 381
Hollow-cone image, 158, 295, 528
Holography, 81, 397, 496, 524–526

Howie-Whelan equations, 224–226, 407,
413, 414, 421, 433, 434, 436,
442–443, 457

Hydrocarbon contamination, 138, 612

See also Contamination
Hydrogenic edge, 717, 718, 719, 724, 731

I

Ice, 595
Illumination system, 75, 77, 78, 83, 93, 101,

141, 142–150, 161, 163, 311, 334,

584, 605, 608
See also Condenser 1 lens; Condenser 2

lens

Image
analysis of, 453, 491
calculation of, 17, 537

contrast in, 24, 77, 109, 222, 384,
469, 475

coupling, 685

of defects, 235, 409, 443
delocalization in, 500, 735
distance, 94, 95
See also Lens

drift, 76
of flux lines, 526
formation, 92, 93

lattice-fringe, 392, 502, 559
matching, 436, 540
plane, 94, 95, 96

See also Lens
processing of, 16, 493, 549–556
rotation of, 99, 167, 384

simulation of, 15, 389, 429, 433, 458,
533–545, 563

of sublattice, 500

Imaging system of TEM, 164–168
Incidence semiangle, 34
See also Angle; Scanning transmission

electron microscope (STEM),

incoherent
Incommensurate structure, 503
Incomplete charge collection, 593, 595, 645

Incomplete read-out, 690
Inelastic, See Scanning transmission

electron microscope (STEM),

inelastic
Information limit, 492, 495
Information theory, 495

Infrared sensors, 362
In-hole spectrum, 610
In-line holography, 524
Inner potential, 235, 236, 238, 541, 545

mean, 237
scaled mean, 238

Inner-shell ionization, See Ionization;

Instrument response function
In-situ holders, 135
In situ TEM, 138, 526, 531

Instrument response function, 731
Instrument spectrum, 613
Integration, 42, 273, 458, 470, 644

total, 691
window, 728

Integration approach, 273
Intensity, 371

See also Spectrum, electron energy-loss,
X-ray

Interaction constant, 486

Interband scattering, 254, 466, 478
Interband transition, 63, 66, 705, 709,

710, 711

Interface, 44, 275, 295, 430
contrast, 667–668

dislocation, 456
interphase, 286, 302, 616, 617, 667

semicoherent, 456
strain at, 396
See also Grain, boundary; Phase

boundary
Interference, 13, 31, 40, 47, 48, 77, 185, 200,

202, 203, 241, 394, 398, 526

constructive, 33, 34, 45, 213, 214
destructive, 48, 200, 203
fringe, 77, 396, 397, 398

Intergranular film, 402, 541
Intermediate-voltage electron microscope,

76, 323, 589, 600, 608, 616, 618, 626,
635, 636, 668, 673, 675

Internal-fluorescence peak, 612, 613, 630
International Tables, 265–266
Internet, 15–17, 117

Intersecting chord construction, 465
Inter-shell scattering, 749
Interstitial atom, 277

Intraband transition, 700, 709
Intra-shell scattering, 749
Intrinsic Ge detector, 585, 587–588

See also Spectrometer (X-ray
energy-dispersive)

Inversion domain boundary, 420, 503
Invisibility criterion, 424, 445

Ion beam blocker, 181
Ionic crystal, 66
Ionization, 57–59, 667, 715–721

critical energy for, 55, 57, 58, 628, 682,
717, 723, 742, 743, 750

cross section for, 55, 57, 588, 599, 605,

615, 650, 652, 717, 723, 725, 728, 734
edge, 717, 723, 733–735
integration of, 717

intensity of, 715, 733
jump ratio of, 722, 732
onset of, 730
shape of, 717

Ion milling, 174, 178–181, 182, 186
Ion pump, 130, 131, 137

J

Jump-ratio image, 728, 734

K

Kernel, 556

Kikuchi diffraction, 311–320
3g, 464, 465
band, 313, 314, 318, 319, 325, 327, 339,

340, 341, 348, 361, 512
deficient, 313, 319, 340
excess, 314, 318

line, 311–313, 318, 327, 339–340, 366,
382, 413, 464, 466

map, 303, 313–318, 319

pair, 313, 314, 317, 318, 340
pattern, 303, 311, 312, 314, 315, 317,

319, 325, 464–465
Kinematical diffraction, 235, 280, 358, 362, 521

approximation, 221, 463, 470, 472
crystallography, 559
equation, 464

integral, 469, 470
intensity, 294

Kinematically forbidden reflection, 258,

265, 296
See also Forbidden reflection;

Systematic absence

Kinetic energy, 14, 68, 230, 235, 236, 238,
253, 477

K(kAB) factor, 640, 646
calculation of, 648–652

error in, 647–648
experimental values of, 646–647

Knock-on damage, 65, 66, 67, 68, 626, 646

See also Beam (electron), damage
Kossel, 8, 323, 327, 336, 339, 348, 352, 354
cone, 312, 313
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Kossel (cont.)
pattern, 327, 328, 331, 332, 341, 355,

356, 361

Kossel-Möllenstedt (K-M), 327, 328, 330,
336, 337, 342, 348, 352, 353, 354,
356, 361, 671

conditions, 327, 330, 336, 342, 348, 354
fringe, 352, 353, 361, 671
pattern, 327, 328, 356, 361

Kramers’ cross section, 60

Kramers-Kronig analysis, 705
Kramers’ Law, 606, 643, 645, 726
k space, 534, 536, 752, 753, 754

Kurdjumov–Sachs, 303
k vector, 199, 200, 239, 246, 248, 249, 251,

313, 325, 432, 537

L

L12 structure, 262, 427
Laplacian filtering, 556

Large-angle convergent-beam electron-
diffraction patterns, 330–332, 412

Lattice, 211–212, 257–258, 356–357,

361–363, 389–392, 400–402,
567–568

centering, 338, 354, 356–357

defect, 400–402, 407, 408, 422, 442, 454
See also Dislocation

fringe, 389–392, 502, 525, 559, 573

imaging, 393, 500, 517, 567–568
misfit, 415, 454
parameter, 363, 394, 396, 415, 420, 424,

427, 454, 456, 540

point, 215, 216, 237, 257, 259, 262, 278,
336, 357, 470

strain, 347, 361–363, 456

vector, 200, 211, 212, 239, 297, 302, 420,
421, 424, 427, 428, 429, 485, 489

See also Crystal

Leak detection, 131–132
Least-squares refinement, 568
Lens, 91–112, 145–146, 148–149, 150–152,

161–164, 681–684

aberration of, 485, 488
See also Chromatic aberration;
Spherical aberration

astigmatism, 106, 162, 163
See also Astigmatism

asymmetric, 682, 683

auto-focusing, 151
auxiliary, 116
bore of, 97, 145

condenser, See Condenser 1 lens;
Condenser 2 lens

condenser-objective, 142, 143, 145–146
current, 97, 151, 164, 330, 496,

513, 560
defects, 99, 103, 107, 148, 331, 494, 553
demagnification, 95, 144, 145, 154

focal length of, 104
focal plane of, 91, 92, 94
focus of, 163

See also Overfocus; Underfocus
gap, 145
hysteresis, 165

immersion, 98
intermediate, 152, 153, 154, 155, 162,

163, 164, 166, 167, 205, 206, 207,

330, 517, 683, 685, 687, 691
low-field, 517
mini-, 145
Newton’s equation, 95

objective, See Objective lens
octupole, 99, 104, 105, 106, 692
optic axis of, 92, 93, 99, 104, 147

pincushion distortion, 106, 165
polepiece of, 143, 144, 599
post-spectrometer, 683

projector, 111, 131, 141, 162, 166, 167,
682, 683, 685, 686, 687, 691

projector crossover, 682, 684, 686, 687

ray diagram, 103, 325, 333
rotation center of, 161–162, 163
sextupole, 99, 683, 692
snorkel, 98

superconducting, 98, 99
symmetric plane of, 151, 152
thin, 92, 94, 95

wobbling of, 148, 162
Library standard, 645, 704
Light element, 59, 61, 587, 590, 594, 595,

626, 679
Line analysis, 651, 695
Linear combination of atomic orbitals, 749

Linear elasticity, 442, 448, 495
Line of no contrast, 456, 457
Liquid N2, 66, 129, 130, 132, 133, 180, 324,

363, 584, 585, 586, 595, 626

dewar, 133, 584, 594
holder, 132, 324, 336

Lithography, 187

Local-density approximation, 748
Long-period superlattice, 264–265
Long-range ordering, 279

Lorentz force, 99, 100, 398, 516
microscopy, 81, 398, 515–517

Low-dose microscopy, 377, 556
Low-loss, 680, 690, 693, 699–711, 722, 727,

732, 733, 744
intensity, 725
spectrum, 694, 701, 703–711, 730, 731, 732

See also Electron energy-loss
spectrometry (EELS); Plasmon,
fingerprinting

M

Magnetic correction, 514–515
domain wall, 514, 516

flux lines, 517, 526
induction, 516, 517
prism spectrometer, 679, 681, 682, 716

recording media, 514
specimen, 514–517

Magnification, 5, 7, 8, 11, 53, 76, 82, 86, 91,
95–96, 104, 106, 109, 110, 142, 143,
145, 147, 151, 153, 155, 161, 162,

164–165, 167, 168, 169, 206, 230,
264, 284, 327, 328, 330, 384, 389,
458, 466, 475, 493, 498, 512, 513,

518, 560, 562, 589, 599, 638, 670,
683, 686, 687, 688, 692

Many-beam, 240, 245, 390, 391, 408, 409,
433, 435, 436, 473, 478, 534, 565

calculation, 436
conditions, 478, 565
images, 390, 391, 470, 473, 534

Mask, 174, 187, 324, 334, 336, 338, 342,
397, 476, 521, 523, 551, 556, 572,
573, 586, 631, 705, 723, 753

Mass-absorption coefficient, 654
See also Absorption, of X-rays

Mass-thickness contrast, 185, 371,

373–379, 381, 382, 384, 407, 511,
696, 702

See also Contrast
Materials examples in text

Ag, 59, 66, 258, 374, 420, 424, 527, 588,
608, 609, 611, 649, 651

Ag2Al, 314, 316

Ag2Se, 291
Al, 35, 45, 54, 64, 67, 68, 82, 117, 118, 122,

166, 174, 205, 224, 258, 262, 263, 303,

352, 353, 372, 374, 385, 397, 420, 427,
429, 543, 583, 611, 618, 633, 651, 656,
704, 706, 708, 727, 733, 750, 752

Al-Ag, 649
AIxGa1-xAs, 263, 264, 420, 517, 519, 568
Al2O3, 265, 266, 279, 296, 297, 298, 349,

379, 395, 410, 412, 413, 429, 519, 751

Al3Li, 262, 303, 383
AlAs, 567, 568
Al-Cu, 506

Al-Li-Cu, 9
Al-Mn-Pd, 504, 505
Al-Zn, 618

Au, 29, 35, 43, 45, 64, 68, 102, 117, 160,
166, 173, 224, 263, 374, 397, 400,
424, 452, 453, 492, 523, 553, 585,
610, 635, 651, 665

Au4Mn, 500, 501, 502
B, 187, 587, 613, 689, 721
BaTiO3, 429

Be, 59, 67, 173, 237, 258, 587, 588, 612,
633, 702, 732, 733, 752

biotite, 644

Bi-Sr-Ca-Cu-O, 504
BN, 585, 590, 689, 705, 717, 719, 723,

732, 755

Ca, 59, 258, 504, 505, 633, 634, 638, 646,
671, 728

carbon, 35, 43, 59, 86, 163, 173, 183, 185,
207, 264, 295, 324, 365, 374, 375,

378, 397, 505, 521, 523, 528, 541,
551, 587, 612, 615, 633, 636, 670,
688, 695, 719, 722, 745, 751
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See alsoAmorphous;Holey carbon film
carbon nanotube, 73, 81, 365, 366,

695, 745

catalyst particles, 4, 10, 617
CdTe, 181, 182
Co, 68, 258, 429, 457, 526, 630, 649, 651,

653, 732, 733
CoGa, 262, 395
Cr film, 518, 593, 612, 614, 615
CsCl, 262, 420

Cu, 29, 42, 43, 44, 59, 68, 173, 174, 187,
201, 237, 258, 263, 304, 305, 364,
385, 424, 429, 457, 466, 470, 471,

473, 475, 596, 611, 612, 618, 629,
633, 648, 665, 674, 675, 732, 743,
745, 746, 747, 751

Cu-Al, 649
Cu3Au, 262, 263
CuAu, 420

CuCl16PC, 557, 558
Cu-Co, 457
CuZn, 262
diamond, 173, 176, 178, 184, 224, 262,

289, 314, 401, 420, 585, 732, 743,
745, 751

Fe, 67, 68, 224, 258, 420, 502, 517, 630,

631, 632, 646, 652, 674, 732, 734,
744, 745

See also Materials examples in text,

stainless steel, steel
FeAl, 262
Fe3Al, 262, 426

Fe2O3, 295, 296, 297, 298, 395, 503
Fe3O4, 521
Fe-Cr-Ni, 633
Fe-Cr-O, 631

Fe-Mo, 649
Fe-Ni, 515
ferrite, 456

ferroelectric, 429, 514
GaAs, 8, 175, 176, 177, 186, 187, 236,

258, 263, 289, 351, 414, 420, 428,

517, 519, 521, 567, 568
Ge, 59, 67, 168, 224, 237, 245, 262, 380,

381, 392, 424, 454, 503, 527, 538,
552, 553, 560, 566, 583, 588, 594,

607, 632, 649
glass
metallic, 293, 752, 753, 754

oxide, 633
silica, 583
silicate, 517

graphite, 164, 186, 342, 410, 448, 528,
554, 583, 743, 745, 755

See also Carbon

hematite, 296, 297, 298, 456
high-Tc superconductor, 99, 514
hydrofluoric acid, 173
icosahedral quasicrystal, 504

InAs, 392
K2O �7Nb2O5, 558
latex particle, 374, 375, 376, 377

Mg, 57, 67, 258, 465, 607, 608, 629, 633,
646, 651, 654, 655, 672, 706, 733, 752

MgO, 68, 86, 176, 224, 261, 290, 317,

397, 409, 467, 468, 545, 655
Mo, 68, 101, 102, 264, 265, 277, 596, 608,

609, 610, 611, 617, 649, 659, 672

MoO3, 167, 168
Na, 67, 258, 261, 293, 589, 627, 651, 653,

706, 725
NaCl, 176, 186, 261, 264

nanocrystals, 157, 283, 284, 290, 291,
293, 295

Nb, 67, 68, 506, 571, 572, 619, 620, 628,

649, 651, 653
Nb-Al, 649
Nb12O29, 539

Ni, 68, 173, 258, 262, 353, 394, 427, 449,
451, 502, 515, 586, 589, 593, 595,
596, 599, 619, 628, 633, 653, 655,

656, 657, 672, 680, 720, 726, 744,
746, 753, 754

NiAl, 262, 263, 420, 427, 503, 656
Ni3Al, 258, 262, 263, 420, 427, 446, 473,

656, 746
Ni-Cr-Mo, 649
NiFe2O4, 420, 500

NiO, 175, 261, 394, 400, 402, 420, 426,
429, 453, 454, 455, 500, 501, 502,
513, 552, 593, 596, 599, 611, 614,

654, 720
nitric acid, 173, 174
ordered intermetallic alloy, 500

Pb, 66, 67, 375, 588, 598, 630, 649, 651
perchloric acid, 173, 174, 634
perovskite, 504
polymer, 3, 10, 30, 41, 60, 65, 66, 67, 86,

99, 109, 123, 124, 135, 138, 181, 184,
373, 375, 376, 377, 585, 587, 598,
702, 706, 709, 710

polystyrene, 710
polytype, 504
polytypoid, 504

Pt, 101, 102, 116, 173, 185, 188, 379,
506, 609

quantum-well heterostructure, 182
quartz, 10, 66

quasicrystal, 198, 504–505, 506,
543–544, 752

Sb, 629

Si, 120, 129, 181, 197, 528, 587, 588–589
SiC, 420, 429, 504, 695
Sigma (s) phase, 729
Si/Mo superlattice, 264–265
Si3N4, 187, 188, 503, 695, 710
SiO2, 65, 174, 177, 293, 376, 380, 381,

402, 566, 693, 710, 720, 746
SnSe, 452
SnTe, 396
spinel, 6, 217, 392, 401, 402, 420, 428,

454, 455, 456, 472, 493, 500, 501,
502, 513, 552

SrTiO3, 6, 381, 706, 736

stainless steel, 174, 326, 341, 420, 424,
616, 633, 634, 657, 674, 724, 734

steel, 11, 378, 427, 514, 633, 659, 723

superconductor, 99, 173, 504, 505, 526
Ta, 68, 136, 137, 598, 627, 629
Ti3Al, 420

Ti, 7, 67, 68, 130, 314, 629, 630, 631, 635,
651, 716, 723, 736, 744

TiAl, 262
TiC, 723, 724, 749

TiN, 723, 724
TiO2, 428, 562, 563, 631, 635, 736
U, 487, 505, 506, 715

vanadium carbide, 264, 278, 500
wurtzite, 262, 420, 590
Y, 118

YBCO, 396, 397, 565
yttrium-aluminum garnet, 118
Zn, 68, 258, 447, 448, 449, 618, 627, 649,

651, 653, 708, 744
ZnO, 262, 348, 420, 541
ZnS, 116, 118, 237

Materials safety data sheet, 173

Mean-free path, 23
elastic, 39–50
inelastic, 53–69

plasmon, 63–64
Mean-square vibrational amplitude, 435
Mechanical punch, 176

Microanalysis, 132, 133, 589, 657
qualitative, 581
quantitative, 76, 364, 433, 434, 478

See also Spectrometer (EELS);
Spectrometer (X-ray energy-
dispersive); Spectrometer (X-ray
wavelength-dispersive)

Microcalorimeter, 590–591
Microdensitometer, 85, 371, 550, 551
Microdiffraction, 528

See also Convergent beam, diffraction
Microdomain, 517
Miller-Bravais notation, 260

Miller indices, 46, 49, 204, 212
Mini lens, 145, 146
Minimum contrast, 378, 492, 493, 497,

498, 561

detectability, 379, 497
detectable mass, 663, 674
detectable signal-to-noise ratio, 497

mass fraction, 663, 674
resolvable distance, 107

MINIPACK-1, 571

Mirror plane, 358, 360, 361
See also Point group; Symmetry

Mirror prism, 691

Modulated structure, 503, 504
Moiré fringes, 284, 298, 392, 393–397, 456
complex, 396–397
general, 393

rotational, 393, 394
translational, 393, 394

Molecular-orbital theory, 745
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Möllenstedt spectrometer, 352
Momentum transfer, 753, 755
Monochromator, 76, 86, 105, 106, 319,

681, 693–694, 701, 705, 707, 722
Monte-Carlo simulation, 523
Moore’s Law, 362

Moseley’s Law, 58
Muffin-tin potential, 748, 749
Multi-channel analyzer (MCA), 591
Multi-element spectrum, 644, 647, 654

Multi-phase specimen, 665
Multi-photon microscopy, 4
Multiple domains, 304

Multiple least-squares fitting, 645, 731, 732
Multiple scattering, See Scanning

transmission electron microscope

(STEM), multiple
Multislice calculation, 533, 534, 536, 543,

544, 571

Multivariate statistical analysis, 619,
620, 659

Multi-walled nanotube, 365, 366
Murphy’s law, 123, 707, 731

N

Nanocharacterization, 4
Nanodiffraction, 283, 291, 323, 324, 347,

365, 366

Nanomaterials, 4, 174, 483, 694, 704
Nanoparticles, 4, 189, 271, 276, 302, 366,

400, 632, 635, 695

Nanostructured electronics, 362
Nanotechnology, 3, 4, 154, 323, 324
Nanotubes, 4, 73, 77, 81, 365, 366, 689,

694, 695, 705, 745
Nanowires, 4
Near-field calculation, 535
Near-field microscopy, 4, 30, 535

Near-field regime, 229, 397
Néel wall, 517
Nematode worms, 756

NIST, 14, 29, 44, 58, 304, 608, 631, 633,
646, 647, 652, 653, 654

multi-element glass, 647

oxide glass, 633
Sandia/ICPD electron diffraction

database, 304

thin-film standard (SRM 2063), 631,
641, 654

Noise, 81, 115, 116, 118, 119, 121, 122, 124,
376, 380, 386, 464, 466, 478, 492, 495,

497, 498, 522, 528, 541, 549, 556, 557,
561, 562, 563, 565, 567, 570, 572, 586,
588, 591, 593, 594, 598, 608, 619, 620,

631, 659, 675, 688, 689, 709, 725, 732
reduction, 556, 557, 565, 675
See also Signal-to-noise ratio

O

Objective lens, 101, 111, 152, 154–158, 161,
162, 167, 207, 278, 332, 372–373,
375, 376–379, 382, 385–386, 389,

390, 396, 411, 413, 448, 466, 489,
500, 511, 512–514, 516, 519, 520,
521, 528, 529, 539, 540, 552, 573,

600, 670, 686–688, 691, 706, 721, 755
aperture, 91, 101–102
astigmatism, 106, 162, 163

collection semiangle of, 34
defocus, 162, 163, 331, 553, 565
diaphragm, 156
focal increment of, 169

instability of, 466
polepiece, 143, 144, 599
rotation alignment of, 162

transfer function of, 485, 486, 487–488,
490, 491, 492, 494, 495, 552, 560

See also Lens

Oblique-textured electron DP, 291
Omega (O) filter, 681, 691–692
On-axis image, 297, 391, 559, 560

Optical bench, 92, 198, 549, 573–574
Optical system, 82, 386, 389, 483–484,

490, 495
Optic axis, 34, 75, 79, 92, 96, 99, 100, 101,

104, 106, 110, 131, 143, 144, 147,
149, 151, 155, 158, 161, 162, 198,
205, 248, 285, 305, 313, 317, 382,

384, 390, 397, 463, 466, 485, 493,
514, 515, 519, 533, 599, 688, 691, 701

See also Lens

Ordering, 263, 264, 272, 277, 278, 279, 366,
427, 517

long-range, 279

short-range, 277, 278, 517
Orientation imaging, 319
Orientation mapping, 305
Orientation relationship, 204, 283, 289,

302–303, 305, 339, 500
cube/cube, 303
Kurdjumov–Sachs, 303

Nishiyama–Wasserman, 303
precipitate-matrix, 302

O-ring, 131, 132, 133

Overfocus, 96, 116, 143, 145, 147, 148, 149,
162, 163, 164, 165, 207, 325, 330,
331, 400, 485, 500, 514, 515, 517, 626

See also Lens; Underfocus

Overvoltage, 57, 626
Oxide layer, 504, 519, 710

P

Parallax shift, 511, 512, 513
Paraxial ray condition, 100, 104

Particle on a substrate, 81, 396, 413
Pascal, 128

Passband, 492–493
Path difference, 31, 33, 48, 49, 200, 201,

202, 488
Path length, 33, 100, 599, 600, 609, 655,

656, 682

See also Absorption, of X-rays
Pathological overlap, 628, 630
Pattern recognition, 561, 562–563, 569

Pauli exclusion principle, 744
Peak-to-background ratio, 614
Peak (X-ray characteristic), 469–470,

605–606, 614, 627–634, 644–646,
701–702

deconvolution of, 630–632

integration of, 644–646, 650, 727, 729
overlap of, 589, 590, 597, 627, 630
visibility of, 632–634

Periodic continuation method, 542

Phase boundary, 191, 419, 420, 429, 447,
502, 503

distortion function, 488

of electron wave, 31, 47
factor, 191, 419, 420, 429, 447, 502, 503
grating, 534, 535, 536

negative, 487
object approximation, 486
reconstructed, 557

shift, 46, 471, 486, 488, 491, 526, 753
transformation, 136, 456, 526
See also Contrast, difference;

Interface

Phase contrast, 77, 86, 106, 163, 164, 169,
371, 373, 380, 381, 389–403, 411, 487,
488, 490, 492, 493, 494, 495, 505, 511,

515, 543, 545, 557, 668, 696, 703
Phasor diagram, 31, 32, 421, 426, 470–473
Phonon, 59, 63–64, 336, 680, 700, 701, 702

Phosphorescence, 116
Photo-diode array, 683
See also Diode array

Photographic dodging, 550
Photographic emulsion, 66, 122–124, 197,

464, 561
Photomultiplier, 117, 118–120

See also Scintillator-photomultiplier
detector

p-i-n device, 586

Pixel, 120, 121, 123, 124, 159, 305, 496, 497,
556, 562, 563, 564, 567, 568, 569,
571, 590, 618, 619, 620, 636, 658,

675, 685, 694, 727, 734, 736
Pixel-clustering, 734
Planar defect, 250, 254, 263, 275–277, 286,

302, 347, 419–436, 452, 472, 503,

504, 600, 616, 669, 670
inclined, 250, 431, 669
See also Grain, boundary; Stacking

fault; Twin boundary
Planar interface, 275, 503, 600, 694,

748, 749

Planenormal, 213, 287, 288, 299, 300, 301, 302,
303, 317, 419, 458, 519, 538, 670, 682

Plane wave, 31, 32, 33, 40, 45, 46, 48, 49,

200, 237, 245, 249, 250, 748
amplitude, 239–241

Plasma cleaner/cleaning, 132, 137, 138,
189, 626

Plasmon, 63–64, 109, 680, 682, 693, 700,
703, 705–708, 710, 717, 719, 720,
722, 726, 731, 732, 752, 756
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energy, 63, 64, 109, 706, 709
excitation, 54, 63, 700, 717
fingerprinting, 704, 708

frequency, 63
loss, 682, 702, 706, 707, 708, 709, 711,

717, 718, 719, 731, 732

See also Low-loss, spectrum
mean-free path, 63–64
peak, 63, 680, 701, 703, 704, 705, 706,

707, 708, 709, 710, 717, 720, 722,

723, 726, 730, 752
Plural elastic scattering, 741
See also Elastic, scattering; Scanning

transmission electron microscope
(STEM), elastic

p-n junction, 62, 117, 118, 523

Point analysis, 354
Point defect, 65, 277, 278, 448, 502
See also Interstitial atom; Vacancy

Point group, 9, 332, 347, 354, 358, 359, 361,
364, 366

determination of, 358
symmetry of, 237, 358, 361

two-dimensional, 354, 486, 511
Point-to-point resolution, 493, 506
Point-spread function, 483, 593, 630,

688–689, 701, 753
Poisson’s ratio, 444, 457
Poisson statistics, 593

Polepiece, See Lens
Polycrystalline material, 290–291, 293,

319, 452, 613

Polymer, 3, 10, 30, 41, 60, 64, 65, 66, 67, 86,
99, 109, 123, 124, 132, 135, 138, 181,
183, 184, 373, 375, 376, 377, 585,
587, 588, 598, 702, 706, 709, 710

Polytype, 504
Polytypoid, 504
Position-tagged spectrometry, 620, 659

Post-specimen lens, 85, 110, 161, 326, 329,
342, 379, 683, 686

See also Lens

Potential
inner, 235, 236, 237, 238, 239, 240, 397,

399, 400, 402, 540, 541, 545
periodic, 236, 237, 254

projected, 486, 487, 511, 534, 537, 538,
541, 557, 563, 565

well, 120, 402, 541, 542, 720, 721, 749

Precession CBED, 342
Precession diffraction, 147, 158, 284, 285,

293, 295

Precision ion milling, 181
Precision ion polishing, 181
Primitive great circle, 286, 287

See also Stereogram
Primitive lattice, 257–258, 356, 357
See also Crystal; Lattice

Principal quantum number, 744

Probability map, 536
Probe, 8, 9, 48, 81, 82, 95, 98, 103, 111, 124,

135, 144, 146, 148, 149, 150, 158,

161, 189, 291, 325, 339, 340, 362,
377, 402, 496, 522, 584, 589, 590,
610, 611, 612, 614, 615, 616, 618,

625, 635, 636, 647, 659, 668, 672,
673, 680, 694, 733, 735, 750

current, 84, 85, 110, 124, 143, 149, 150,

610, 612, 614, 616, 617, 618, 626,
627, 641, 653, 668, 683, 733

size, 82, 84, 85, 86, 144, 145, 148, 149,
150, 326, 523, 590, 614, 626, 627,

636, 640, 641, 659, 668, 673, 733,
735

See also Beam (electron)

Processing HRTEM image, See Image,
processing of

Propagator matrix, 423

Pulse processing, 591, 592, 596, 598,
635, 636

Pump, vacuum, 127–138, 178, 180, 181,

184, 189, 586, 683, 687
cryogenic, 130
diffusion, 129, 130, 131, 180, 191
dry, 189

ion, 130, 131, 137
roughing, 128–129, 130
turbomolecular, 129–130

Q

Quadrupole, 98, 99, 104, 105, 683, 692
See also Lens

Qualitative mapping, 635

Qualitative microanalysis, 581
Quantifying HRTEM images, 549–575
Quantitative chemical lattice imaging, 517,

567–568
defect contrast imaging, 411, 422, 470
HRTEM, 567
image analysis, 561–562

mass-thickness contrast, 373–379, 381,
382, 384, 696, 702

microanalysis, 132, 133, 589, 657

Quantitative mapping, 658, 659, 671
QUANTITEM, 563–567
Quantum-mechanical convention, 230

Quantum number, 744

Quasicrystal structure, 198, 504–505, 506,
543–544, 752

R

Racemic mixture, 636
Radial-distribution function (RDF), 293,

294, 373, 703, 741, 752, 753, 755

Radiation damage, 6, 10, 53, 64, 65, 66, 68,
119, 448

See also Beam (electron), damage
Radiolysis, 64, 65, 66, 68, 646

See also Beam (electron), damage
Ray diagram, 91, 92–94, 100, 101, 102, 103,

104, 105, 111, 143, 147, 152, 154,

156, 157, 198, 295, 325, 326, 327,
328, 330, 333, 610, 692

Rayleigh criterion, 5, 84, 107, 108, 490

Rayleigh disk, 108, 484
Real space, 211, 212, 213, 226, 236, 258,

262, 264, 265, 271, 279, 286, 302,

319, 332, 355, 356, 410, 412–413,
427, 485, 492, 534, 536, 542, 572, 748

approach, 534, 536, 563, 572

crystallography, 412–413
patching method, 542
unit cell, 262
vector, 236

Reciprocal lattice, 200, 202, 211–212,
213–216, 235, 254, 258, 259, 260,
262, 271, 273, 278, 280, 289, 290,

292, 297, 336, 337, 348, 356, 357,
430, 431, 435, 470, 489, 538, 552

formulation of, 535

origin of, 215
point, 202, 215, 216, 253, 258, 262, 278,

290, 336, 351, 357, 470, 552

rod, 214, 273, 337
See also Relrod

spacing, 338, 538
vector, 200, 211, 212, 213, 235, 239, 290,

297, 302, 485, 489
See also Diffraction, vector (g)

Reciprocity theorem, 94, 381, 386, 521

Recombination center, 524
Reference spectra, 701, 723, 732, 733
Reflection electron microscopy, 420,

519–520
Reflection high-energy electron

diffraction, 519

Refractive index, 5, 225, 230, 238,
239, 358

Relative-transition probability, 650
Relative transmission, 670

Relativistic effect, 6, 14, 41, 42, 700
Relrod, 214, 215, 216, 249, 271–277, 279,

280, 281, 289, 336, 337, 338, 410,

430, 431, 441
See also Reciprocal lattice, rod

Replica, 164, 165, 185, 377, 378, 616, 724

Resolution, 5–7, 91–112, 483–507, 589,
663–676, 735

atomic level, 381
limit, 4, 6, 103, 104, 109, 323, 490, 492,

493, 494, 594, 701, 703, 730
theoretical, 107–108, 594

Resolving power, 5, 33, 106, 107, 124

Reverse-bias detector, 585
Richardson’s Law, 74
Right-hand rule, 99

Rigid-body translation, 420
Rose corrector, 494

S

Safety, 10, 102, 173–174, 175, 176,
178, 189

Scan coil, 147, 149, 157, 158, 159, 165, 293,

295, 305, 326, 366, 753
Scanning image, 101, 115, 116, 118, 122,

124, 159, 161, 376
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Scanning transmission electronmicroscope
(STEM), 8, 158–161, 326, 372–373,
376–377, 384–386, 528

annular dark-field image, 161
bright-field image, 122, 159–161
coherent, 373, 379

cross-section, 158, 168
dark-field image, 161
detectors in, 326, 366, 372–373, 385, 386,

511, 528, 687

diffraction contrast in, 384–386
digital imaging, 618
elastic, 373

factor, See Atomic, scattering factor
forward, 122, 735
image magnification in, 165

incoherent, 39, 43, 106, 107, 378,
379, 381

inelastic, 319

inter-shell, 749
intra-shell, 749
mass-thickness contrast in, 377
matrix, 185, 374

mode, 124, 151, 159, 166, 326, 584, 626,
632, 685, 721, 733, 734, 735, 755

multiple, 493, 699, 748, 753

multiple-scattering calculations, 753
nuclear, 42, 45
plural, 493, 699, 700, 721

post-specimen, 110, 161, 326, 342
Rutherford, 41–44, 161, 373, 374, 378
semiangle of, 84, 378

single, 29, 43
strength, 83, 135, 326, 354, 584
thermal-diffuse, 64, 336, 338
Z contrast, 44, 379–381, 506, 543, 545,

567, 746
See also Angle; Coherent; Elastic;
Z contrast, scattering

Scherzer, 490–491, 492, 494, 495, 498,
500, 553

defocus, 490–491

Schottky, 62, 73, 74, 75, 81, 82, 117, 497,
498, 617, 683, 693

diode, 117
See also Detector (electron)

emitter, 75, 498
Schrödinger equation, 46, 222, 230, 235,

236, 237, 238, 239, 748

Scintillation, 116
Scintillator-photomultiplier detector,

118–120

Screw axis, 543, 544
See also Space Group; Symmetry,

screw axis

Secondary electron, 24, 53, 54, 60–62, 115,
118, 188, 373, 522, 709

detector, 373
fast, 705

imaging of, 522–523
slow, 605, 606
types of, 522

Segregation to boundaries, 659
Selected area diffraction (SAD), 141,

152–155, 156, 157, 160, 166, 167,

204–207, 283, 284–285, 289, 295,
311, 313, 323, 324, 325, 326, 330,
332, 333, 334, 339, 342, 347, 348,

352, 365, 376, 411, 412, 413, 493,
498, 505, 525, 551, 680, 688

aperture, 152, 154, 155, 158, 166, 167,
205, 206, 332, 339, 376, 411, 493,

525, 551, 688
error, 498
pattern exposure, 154, 157, 160, 205,

206, 283, 284, 412
Selection rules, 257, 258, 267, 289,

302, 744

Semiangle, See Angle; Bragg; Collection
semiangle; Convergence semiangle;
Incidence semiangle

Semiconductor detector, 117–118, 119, 122,
161, 523, 581, 585–589, 594, 607

Semi-quantitative analysis, 723
Shadowing, 185, 374, 375, 377, 378, 541

Shape effect, 271, 273, 290, 559, 572
Short-range ordering, 277, 278, 517
Side-entry holder, 132, 133, 134, 135,

150, 285
See also Specimen, holder

SIGMAK(L) program, 729

Signal-to-background ratio (jump ratio),
703, 722, 728, 732, 734, 736

Signal-to-noise ratio, 116, 118, 124, 497,

498, 556, 570, 688
Signal processing, 376, 377, 572, 589, 590,

594, 606
Silicon-drift detector, 588–589

Silicon dumbbells, 391, 575
Si(Li) detector, 585, 586, 587, 588, 591,

594, 595, 606, 607, 626, 628, 630,

638, 651
See also Spectrometer (X-ray

energy-dispersive)

Simulated probe image, 668
Single-atom detection, 663, 715
Single-atom imaging, 54, 378, 663, 674,

679, 715, 736

Single-electron counting, 700, 709

Single-electron interaction, 709
Single-period image, 564

Single scattering, See Scanning
transmission electron microscope
(STEM), single

Single-sideband holography, 524
SI units, 14, 65, 128, 654, 665
Slow-scan CCD, 478, 553, 559, 570, 692

See also Charge-coupled device (CCD)
camera

Small-angle cleaving, 186
Small circle, 262, 287, 428

See also Stereogram
Smearing function, 483, 487
See also Point-spread function

Space group, 9, 17, 47, 266, 267, 296, 347,
354, 358, 361, 540, 558

Spatial coherence, 77, 398, 491, 498

Spatial resolution, 8, 29, 54, 62, 76, 77, 85,
87, 148, 323, 324, 325, 329, 347, 348,
352, 362, 490, 523, 581, 589, 619,

625, 626, 640, 647, 658, 659,
663–676, 688, 705, 721, 730, 733,
735–736, 752, 753, 755

Specimen

90o-wedge, 186, 187, 414
artifacts in, 541
bulk, 25, 44, 135, 136, 284, 520, 589, 599,

607, 608, 617, 635, 639, 640, 643,
646, 647, 650, 655, 674

cooling of, 10

damage to, 10, 24, 64, 636, 673, 680, 753
See also Beam (electron), damage

density of, 656

double-tilt, 134, 135
drift of, 136, 376, 466, 495, 496, 584, 616,

620, 641, 647, 658, 668, 673
EBIC, 136, 523

heating, 64, 65–66
height of, 101, 150, 151, 327, 512, 683
See also z control

holder, 10, 11, 82, 97, 121, 127, 132–133,
134, 135, 150, 151, 169, 175, 187,
207, 512, 514, 612, 613, 653, 655

low-background, 135, 324, 584, 600, 626
multiple, 134, 135
orientation of, 238, 323, 494, 614, 630,

721, 733, 755
preparation of, 11, 134, 173–192, 416,

503, 616, 626, 633, 669, 671
quick change, 134

rotation of, 285
self-supporting, 173, 174, 175
single-tilt, 134, 135, 324

single-tilt rotation, 324
spring clips for, 133
straining, 136, 137

surface of, 61, 62, 65, 136, 158, 179, 275,
395, 411, 433, 448, 455, 522, 523,
599, 633, 707

thickness of, 11, 29, 63, 109, 110, 111,

164, 197, 323, 329, 352, 402, 466,
487, 565, 595, 627, 654, 655, 656,
669, 671, 675, 679, 702, 705, 708,

721, 726, 727, 730
See also Thickness of specimen

tilt axis, 169

tilting of, 134, 181, 187, 228, 274, 285,
289, 382, 394, 430, 447, 511, 515,
671, 755

top-entry, 133, 134, 136, 169
transmission function, 485
vibration, 495
wedge-shaped, 274, 408, 410, 564, 565

Spectrometer (EELS)
aberrations of, 682, 683, 684
artifacts in, 689–690
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calibration of, 684
collection semiangle of, 685–688
dispersion of, 683

entrance aperture of, 681, 682, 684, 686,
687, 688

entrance slit of, 294

focusing of, 682–683
object plane of, 683, 685
post-spectrometer slit, 683
resolution of, 683–684, 722

See also Electron energy-loss
spectrometry (EELS)

Spectrometer (X-ray energy-dispersive),

7, 581
artifacts of, 689–690
Au absorption edge, 613

Au contact layer, 651
automatic shutter, 611
clock time, 593, 596, 597

collection angle of, 101, 598–599
contamination of, 132
dead layer, 585, 586, 595, 596, 651
dead time, 592, 593, 596, 597, 598

efficiency of, 715, 721
escape peak, 606, 607, 612, 614, 628,

630, 656

incomplete-charge collection, 59
internal-fluorescence peak, 612, 613, 630
leakage current of, 593, 689, 690, 691

live time, 593, 596, 614
performance criteria for, 688
residuals in, 645

shutter, 594, 595, 600, 611
sum peak, 607, 608, 628, 630, 632
system peaks, 613, 627, 628, 632
take-off angle of, 614, 654, 655

time constant, 593, 596, 597, 598,
627, 630

window, 702, 703, 725

Spectrometer (X-ray wavelength-
dispersive), 589–591

Spectrum

electron energy-loss, 680–681
X-ray, 26, 57, 60, 175, 591, 605–621,

643, 699
Spectrum imaging, 605, 619–620, 659, 680

Spectrum-line profile, 616, 617, 620,
695, 733

Sphere of projection, 286

See also Stereographic projection
Spherical aberration, 6, 84, 100, 103–104,

108, 148, 205, 331, 488, 490, 494,

610, 635, 703
broadening, 84
coefficient, 84, 104

error, 108
See also Aberration

Spinodal decomposition, 504
Spinorbit splitting, 744

Spin quantum number, 744
Spot mode, 144, 149, 326, 584, 615–616
Spurious peak, 628

Spurious X-ray, 608, 609, 611, 635, 655
Sputtering, 65, 66, 68, 178, 180, 181,

646, 721

Stacking fault, 67, 250, 275, 279, 419, 420,
421, 422, 424–427, 441, 446, 447,
448, 458, 471, 472, 473, 475, 476,

503, 524
contrast, 424, 425, 426
energy, 446, 448, 458, 473, 476
fringes, 402

inclined, 472
intrinsic, 475
overlapping, 426–427

See also Planar defect
Stage, 24, 34, 62, 68, 81, 98, 101, 115, 118,

119, 121, 122, 123, 127, 130, 131,

132–133, 136, 137, 138, 150–152, 154,
169, 177, 188, 197, 214, 223, 224, 327,
330, 347, 374, 466, 512, 515, 522, 523,

540, 584, 586, 587, 589, 598, 599, 605,
611, 612, 614, 616, 650, 655, 673, 753

Staining, 66
Standard Cr film, 518, 593, 612, 614, 615

Standard specimen, 164, 168, 305, 362,
599, 652, 744

Stationary-phase method, 470

Statistical criterion, 632, 673, 674
Statistically significant peak, 632
Stereogram, 286, 287, 303, 359

Stereographic projection, 286–287, 288,
302, 311, 315, 317, 348, 358

Stereology, 512

Stereomicroscopy, 285, 442, 450
Stigmators, 106, 149, 162, 163, 164
See also Astigmatism

Strain, 127, 135, 136, 278, 279, 339, 347,

361–363, 394, 396, 399, 400, 415,
441–442, 443, 444, 447, 448, 451,
452, 456, 457, 468–469, 476, 526

analysis of, 362
contrast, 399, 456, 457
field, 279, 371, 394, 399, 400, 441–459,

468–469, 476
lattice, 347, 361–363, 456
measurement of, 347, 352, 361–363

Strain engineering, 362

Straining holder, 136, 137, 551
See also Specimen, holder

Strain-layer superlattice, 362

Stress, 74, 81, 133, 134, 136, 182, 189, 324,
341, 375, 441, 477, 486, 495, 504,
527, 625

field, 136, 441
Strong-beam image, 382, 421, 424, 425,

467, 474, 476

Structure correlation, 294
Structure factor, 46–47, 223, 224, 257,

258–259, 260, 261, 262, 267, 272,

274, 284, 290, 332, 336, 347, 351,

356, 364–365
Structure-factor determination, 261,

364–365

Structurefactor-modulus restoration, 559
Student t value, 648
Substitutional atom, 277, 657

Substitutional site, 658
Substrate, 4, 81, 186, 187, 296, 302, 379,

393, 394, 395, 396, 397, 413, 452,

518, 519, 583, 751
Summation, 84, 108, 223, 239, 272–273,

569, 654
Sum peak, 592, 606, 607, 608, 628, 630,

632, 633, 638
Superlattice, 262–265, 277, 362, 415, 420,

427, 447, 504, 517

dislocation, 447
reflection, 262–265, 427, 517
See also Ordering

Surface barrier detector, 117, 118
diffusion, 527
dislocation, 452, 453

faceting, 392
groove, 540–542, 751
imaging, 519–521
layer, 81, 117, 182, 187, 380, 451, 452,

453, 519
plasmon, 707
reconstruction, 519

relaxation, 363, 458, 517, 527
of specimen, 61, 62, 65, 136, 179, 275,

395, 411, 433, 448, 455, 511, 522,

523, 599, 633, 707
Symmetry
bright-field projection, 155, 159–161, 361

determination of, 295, 340, 354,
357–361, 366

elements of, 266, 287, 305, 357, 358,
359, 361

glide plane, 442, 443, 444, 449
inversion, 359, 360, 365
projection-diffraction, 361

rotational, 360, 361
rotation axis, 358, 360, 412
screw axis, 543, 544

three dimensional, 364
translational, 504, 544
whole-pattern (WP), 361
zone-axis, 348, 352, 380, 383, 412, 458

See also Mirror plane; Point group;
Space group

Systematic absence, 259, 260, 290, 304,

348, 354, 356, 357
See also Forbidden reflection

Systematic row, 202, 205, 230, 249, 332,

411, 435, 457, 458, 464, 465,
466, 657

See also Diffraction, pattern

System peaks, 613, 627, 628, 632

T

Template, 305, 396, 397, 562, 563, 564, 567,

568, 569, 570, 572, 573, 659, 693
Temporal coherence, 76–77, 85
See also Spatial coherence
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Texture, 283, 284, 290, 291, 292, 319, 557
See also Grain

Thalidomide, 363

Thermal-contraction coefficient, 363
Thermal-diffuse scattering, 64, 338
Thermionic gun, 74, 77–80, 82, 144

See also Gun
Thickness of specimen, 703
dependence, 538, 567
determination of, 352–354, 361, 415,

670, 671, 730
effect on contrast, 373–379
effective, 337, 415

fringe, 389, 407, 408–411, 413, 414–415,
424, 426, 430, 432, 446, 452, 456,
467, 468, 472, 521, 669

image, 731
simulation of, 414

Thin-foil criterion, 640, 654

See also Cliff-Lorimer
Thin-foil effect, 217–218, 273–274
See also Shape effect

Threshold energy, 67, 750

See also Beam (electron), damage
Through-focus dark-field, 513
See also Dark field (DF)

Through-focus image, 402, 493, 506
Tie line, 248, 249, 250, 251, 252, 254, 413,

431, 432

See also Dispersion diagram, surface
Tilted-beam condition, 390
Tomography, 10, 135, 442, 511–512, 741,

755–757
Top bottom effect, 297, 298
Top-hat filter function, 643, 644
Topotaxy, 296

Torr, 128, 129, 130
Trace element, 625, 632, 634, 659,

672, 732

Transfer function, 485, 486, 487–488, 490,
491, 492, 494, 495, 552, 560

effective, 491

See also Contrast, transfer function
Translation boundary, 419
Transmission electron microscope, 3–18
Tripod polisher, 177, 178

TV camera, 111, 118–120, 141, 326
See also Charge-coupled device (CCD)

camera

Twin boundary, 6, 169, 207, 217, 276, 402,
419, 420, 427, 454, 455, 472, 503

See also Grain, boundary; Stacking

fault
Twin-jet apparatus, 178
Twin lens, 145, 146

Two-beam approximation, 224, 227, 390,
424, 435, 478

calculation, 457
condition, 224, 230, 296, 352, 381–382,

383, 384, 385, 422, 444, 658, 669, 733
Two-photon microscopy, 4
Two-window method, 643

U

Ultrahigh vacuum, 13, 55, 128, 129–130
Ultramicrotomy, 180, 183–184, 634

Ultra-soft X-rays, 590
Ultrasonic cleaning, 176, 182, 184
Ultra-thin window, 586, 587, 588

See also Spectrometer (X-ray
energy-dispersive)

Uncollimated electrons, 610
Underfocus, 96, 142, 143, 145, 147, 148,

149, 154, 162, 163, 164, 165, 198,
205, 207, 229, 330, 381, 382, 400,
466, 492, 500, 514, 515, 516, 517, 553

See also Lens; Overfocus
Unfilled states, 55, 742, 743, 744, 746
Unit cell, 46, 47, 212, 223, 257, 258, 261,

262, 264, 272, 273, 274, 324, 338,
347, 354–357, 421, 427, 435, 447,
500, 540, 542, 544, 558, 563, 567,

571, 655, 665, 669, 748
determination of, 354–357
image, 567
scattering amplitude from, 258

volume of, 28, 65
See also Crystal; Lattice

V

Vacancy, 66, 67, 277, 449, 528
loop, 449

See also Dislocation, loop
ordered array, 264, 278, 542

Vacuum
backing valve, 131

high, 128, 129–131, 523, 752
low, 128
pumps, 127

rough, 128
tweezers, 175, 189
ultrahigh, 129–131

wave vector in, 249
Vacuum level, 742
Valence-electron density, 365, 709
Valence state image, 679, 743, 744, 745,

747, 748
Valence-ultraviolet spectrum, 705
Végard’s law, 363

Video image, 550
See also Charge-coupled device (CCD)

camera

Viewing screen, 5, 11, 26, 75, 76, 82, 85, 97,
115, 116–117, 119, 124, 141, 143, 144,
146, 148, 149, 151, 152, 153, 154, 155,

156, 162, 166, 199, 224, 371, 372, 681,
682, 685, 686, 691, 694, 696

Visible-light microscope, 5, 86, 91, 198
Void, 374

Voltage centering, 162, 493
Von Laue, 48, 49, 358
condition, 199, 214, 216, 271

equations, 48, 49, 201, 203, 213–214
groups, 49
X-ray pattern, 218

zone, 216, 217, 289, 290, 311, 323,
335–338, 349, 351, 355, 356, 357,
458, 614

See also Higher-order Laue zone
(HOLZ); Zero-order Laue zone

W

Wafering saw, 176
Water vapor, 124, 127, 132, 136, 189, 586,

587, 595

Wave
diffracted, 48, 199, 200, 259, 536
equation, 235–236, 247, 495, 728

function, 33, 222, 224, 227, 236, 237,
241, 252, 399, 486, 487, 535, 728,
748, 753

incident, 34, 36, 48, 199, 215, 216, 486
matching construction, 248
total amplitude of, 31
total function, 222, 224, 227–228,

236, 252
vector, 45, 199, 200, 215, 216, 222, 224,

227, 238, 239, 241, 245, 246, 248,

249, 251, 399, 432, 435
Wavefront, 30, 31, 32, 45, 103, 199, 200, 223
Wavelength-dispersive spectrometer

(WDS), 589–591
See also Spectrometer (X-ray

wavelength dispersive)

Weak-beam dark field, 463–479
3g reflection, 464, 466
condition, 453
of dislocation, 469–470

thickness fringes in, 467
See also Dark field (DF)

Weak phase-object approximation, 486

WEBeMAPS, 350, 351
Wedge specimen, 186, 187, 249, 250,

275, 279, 408, 414, 430, 431, 446,

472, 641
Wehnelt, 75, 77, 78, 79, 132
bias, 75, 78, 79
cylinder, 77, 78

See also Gun; Thermionic gun
Weighting factor, 258
Weiss zone law, 204, 289, 335, 348

White line, 463, 723, 728, 729, 736, 744,
745, 746, 748

White noise, 497, 572

White radiation, 198, 215
Wien2k code, 711
Wien Filter, 693

Windowless (X-ray energy-dispersive
spectrometer) detector, 587,
630, 723

Window polishing, 183

Window (X-ray energy dispersive
spectrometer), 586–587

Wobbling (lens), 148, 162

Work function, 74
World Wide Web, 15
Wulff net, 286, 287, 302
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X

X-ray
absorption of, 28, 294, 599, 600, 634,

641, 653, 656, 671, 694, 717, 742,
751, 752

See also Absorption, of X-ray

absorption near-edge structure, 742
atomic-number correction, 640, 650
bremsstrahlung, 40, 55, 60, 135, 598,

605, 606, 608, 609, 610, 611, 613,

635, 643
characteristic, 653
count rate, 589, 598, 599, 616, 625, 641,

658, 673
depth distribution of, 654, 655, 665
detector, See Spectrometer (X-ray

energy-dispersive)
diffraction, 5, 30, 197, 198, 215,

290, 545

emission of, 55–60, 61, 63, 650, 654, 657,
658, 669, 715, 733, 735

energy of, 7, 55, 58, 60, 581, 582, 585,
587, 588, 591, 593, 594, 595, 605,

606, 626, 629, 641, 643, 652, 653

energy-dispersive spectrometry (XEDS),
See Microanalysis; Spectrometer
(X-ray energy-dispersive)

families of lines, 605, 628, 629
fluorescence, 612, 721
image, 605, 616–620, 634, 636, 658, 755

interaction volume, 663, 664, 665, 672,
674, 735

map, 381, 550, 567, 584, 588, 616, 617,
618, 619, 658–659, 672

peak-to-background ratio, 673
scattering factor, 435
spectra, 87, 581, 590, 605–621, 645, 647,

653, 688, 717, 723, 742, 751
See also Microanalysis; Spectrometer

(X-ray energy-dispersive);

Spectrometer (X-ray
wavelength-dispersive)

Y

YAG scintillator, 685, 688, 691
Young’s modulus, 457

Young’s slits, 13, 30, 31, 279

Z

ZAF correction, 639
Z contrast, 44, 161, 379–381, 506, 543, 545,

567, 746
scattering, 379, 380

z control, 151, 327, 330, 332, 512

Zero-energy strobe peak, 631
Zero-loss, 630, 671, 680, 683, 690, 691, 699,

701–703, 707, 725, 730, 731, 753
integral, 729

peak, 701–703
Zero-loss filter, 703
Zero-order Laue zone, 216, 289

Zero-order wave, 48
Zeta-factor, 652–654, 656
z-factor, 641, 646, 653, 654, 656, 659, 671,

672, 675
Zone axis, 348, 352, 380, 383, 412, 458
high-symmetry, 338, 356

image, 537
low-symmetry, 338, 356
orientation, 348, 380, 614
pattern, 216, 303, 319, 412

symmetry, 338, 356
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